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ABSTRACT

The aim of this study was to examine and analyse the existence results of a class of

nonlinear evolution equations that describe various phenomena from different areas such

as Biology, Physics and Chemistry.

First, the global dynamics of a coupled system of partial differential equations with

ordinary differential equations modelling an SVEIR epidemic model with age-dependent

vaccination was examined by constructing a Lyapunov functionals and application of

Lasalle’s invariance principle.

Next, the solvability of a nonlinear non-autonomous integro-differential equation describ-

ing coagulation-fragmentation processes with growth was investigated using a modified

monotone method. Existence and uniqueness of results were obtained thanks to Gron-

wall inequality. In particular, a new concept of upper-lower solution was introduced and

a comparison principle established.

Finally, the global existence of weak solutions of a nonlinear system, consisting of a differ-

ential equation, coupled with a non-autonomous integro-differential equation describing

the dynamic of prion proliferation was established by employing a weak compactness

method. It is assumed that polymers can split into two or more pieces at a certain

rate that not only depends on the sizes of the polymers involved but also on time. The

degradation and splitting rates were also considered to be unbounded.
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Chapter 1

Introduction

The aim of this study was to explore existence results in some Banach spaces, of some

classes of first order differential equations such as a coupled system of partial differ-

ential equations and ordinary differential equations, a scalar integro-differential and a

coupled system of integro-differential equations which remain a subject of discussion and

investigation in the literature. The main concerns were equations arising in epidemiol-

ogy (SVEIR epidemic, prion replication) and in non-autonomous transport-coagulation-

fragmentation theory. To achieve this goal, epidemiological models of age-structured

population and coagulation-fragmentation were introduced.

1.1 Epidemiological models of age-structured popula-

tion

Epidemiological models for the transmission of diseases generally divide the population

into subclasses of diseases such as susceptible, vaccinated, exposed, infective, removed

or immune. In addition, for the purpose of accuracy, several epidemic models add some

structure to the model such as size, spatial location or age. Age is one of the key factors

in the study of infectious diseases population models since individuals from different age

groups may differ from one another with regard to size, survival capacities, behaviour,

reproduction or exposition. Furthermore, according to different age groups, some infec-

1



CHAPTER 1. INTRODUCTION 2

tious diseases may also have different infections and mortality rates [11]. For example,

chicken pox is spread mainly by interaction between children of the same age group

while most cases of HIV-AIDS occur among adults or teenagers. In this regard, in a

population structured by age, it is crucial to specify the contact rates between members

of the population, which will depend on the age of individuals.

One of the most important considerations in formulating an age-structured population

model is to find a suitable mathematical setting for the model. In this study, the Banach

space L1 was chosen, since the physical interpretation of the density function requires

that it should be integrable, and the mathematical treatment of the model requires that

the density functions belong to a complete normed vector space. In addition, the L1

norm of the density is a natural measure of the size of the population.

In other to formulate this approach, we denote by u(t, a) = (u1(t, a), · · ·un(t, a))T where

ui(t, a) is the density function with regard to age at time t of the ith subclass of a

population divided into n subclasses, with age a ∈ [0, A), A ≤ ∞ and time t ∈ R+

and T denotes the transpose. The density u(t, a) is given by an equation that can be a

discrete-time model (when time is regarded as a discrete variable) or a continuous time

model (when time is regarded as a continuous variable). Such models are called evolution

equations and are constructed by balancing the change of the system in time against its

age (generally spatial) behaviour. Thus, in the continuous case,
∫ a2

a1
u(t, a) da accounts

for the number of individuals according to their ages, between a1 and a2 at time t. The

total population of the system at time t is given by the formula N(t) =
∫∞

0
u(t, a) da.

The average rate of change in the total size of the population in the time interval (t, t+h)

is given by:

N(t+ h)−N(t)

h
=

1

h

∫ h

0

u(t+ h, a) da+
1

h

∫ ∞
0

[u(t+ h, a+ h)− u(t, a)] da. (1.1)

As h→ 0, the term on the left-hand side converges to the instantaneous rate of change

of the total size of the population at time t, the first term on the right converges to the

instantaneous birth rate at time t, and the last term on the right-hand side converges to

the instantaneous rate of change of the total population at time t due to causes other

than births.
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This leads to the following general formulation of age-structured population model (see

[72]):

dN(t)

dt
= F (u(t, ·)) +

∫ ∞
0

G(u(t, a)) da, (1.2)

where F (u(t, ·)) accounts for the birth rate at time t and
∫∞

0
G(u(t, a)) da denotes the

rate of change of total population N(t) at time t due to causes other than births.

Depending on the considered subclasses, one can easily identify from (1.2), the form of

F and G for the proposed SVEIR epidemic model (3.1) in Chapter 3.

The asymptotic behaviour of the equilibria (disease-free equilibrium and endemic equi-

librium) of the population’s dynamic is one of the fundamental properties in the study

of epidemics in a population. Lyapunov functions play a very important role in carrying

out the global stability of the equilibria. The basic reproduction number, as a threshold

parameter, plays a fundamental role in mathematical modelling for infectious diseases

and allows one to predict whether an infectious disease spreads in a given susceptible

population when introduced into the host population.

1.2 Coagulation fragmentation processes with growth

Coagulation-fragmentation processes with growth describe the dynamics of enlarging

particles under the combined effect of aggregation and breakage. Multiple fragmenta-

tion, in this case, is observed in the situation where each particle can grow and divide

into many pieces (generally more than two). The particles can be, for instance, stellar

fragment, polymer chains and are represented by a variable x > 0, which may refer to

mass, size and concentration. These phenomena occur in applied sciences such as in

rock fracture, droplet break-up, evolution of phytoplankton aggregate, polymerization

and depolymerization. In 1957, Melzak derived the first (autonomous) coagulation-
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fragmentation equation without growth [47]. The equation was formulated as follows:

∂tw(t, x) = −w(t, x)

∫ x

0

y

x
β(x, y) dy +

∫ ∞
x

β(y, x)w(t, y)dy

+
1

2

∫ x

0

κ(x− y, y)w(t, x− y)w(t, y)dy

− w(t, x)

∫ ∞
0

κ(x, y)w(t, y)dy,

(1.3)

where w(t, x) accounted for the distribution of particles of size x at time t. The fragmen-

tation rate, β(x, y), corresponds to the rate at which each particle of size y is obtained

from the splitting of particle of size x. The function κ(x, y), represents the rate at which

particles of size x coalesce with particles of size y.

Under some assumptions on model parameters, Melzak established the global existence

of a unique solution to (1.3), which is continuous, nonnegative and bounded. Later on, he

also obtained existence results of the non-autonomous model derived from (1.3), where β

and k were considered as time-dependent parameters. In recent years, the solvability of

the problem described in (1.3) has been widely investigated in the literature (see [6, 12,

16, 39, 44, 45, 46, 52] and references herein) using various methods such as semigroup

theory, methods of characteristic, numerical analysis method and, recently, the monotone

method [33, 34]. Unless the autonomous case, where several results are found on the

well-posedness of the coagulation-fragmentation model, there are only few authors who

have investigated the well-posedness of the following general non-autonomous equation

(see [14, 46] and references herein):

∂tu(t, x) + ∂x(τ(t, x)u(t, x)) + µ(t, x)u(t, x) = −α(t, x)u(t, x)

+

∫ ∞
x+x0

α(t, y)β(x|y)u(t, y) dy

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u(t, x− y)u(t, y) dy

− u(t, x)

∫ ∞
x0

κ(x, y)u(t, y) dy, (t, x) ∈ (0, T )× (x0,∞)

(1.4)
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subject to the boundary condition

τ(t, x0)u(t, x0) =

∫ ∞
x0

γ(t, y)u(t, y) dy, t ∈ [0, T ). (1.5)

The problem is considered in the Banach space L1 for the same reasons mentioned in

Section 1.1. The monotone method for non-autonomous evolution equation is one of the

powerful tools for the investigation of well-posedness of (1.4)-(1.5). It consists of the

construction of two sequences, that are nonnegative and monotone, known as lower and

upper solutions. Thereafter, Gronwall’s inequality and the comparison principle were

used to establish the convergence of the above-mentioned sequences to a unique flow of

the model.

1.3 Outline of the study

This study focuses on a certain class of first-order nonlinear evolution equations. The

aim was to investigate the dynamics of such equations. In order to achieved the desired

results, some methods based on stability theory in epidemiology and functional analysis

were applied in the study. Although these methods are somewhat well-known, this study

often required particular results. Hence, a summary of these accessory results is given

in Chapter 2.

In Chapter 3, motivated by [71, 69], the researchers propose a new SVEIR epidemic

model, with age-dependent vaccination, latency and infection originated from an existing

SVEIR formulated in [75]. The proposed model consists of a coupled system of nonlin-

ear ordinary and partial differential equations of the form (3.1)-(3.3), as given in Section

3.2. In this model, the waning vaccine-induced immunity depends on vaccination age and

the vaccinated individuals can lose their immunity and, therefore, become susceptible

again. In addition to the assumption based on age-dependence vaccination and vaccine-

age-dependence waning vaccine-induced immunity as in [75], continuous age-structure

in latency and infection and particular form of the incidence rate were considered. The

aim was to construct Lyapunov functionals and apply Lasalle’s invariance principle to
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investigate the global dynamic of the model. More precisely, the intention was to de-

termine the basic reproduction number, <0, which is an important threshold parameter

from which one can obtain the global stability of disease-free equilibrium and endemic

equilibrium.

In Chapter 4, the monotone method was used to investigate a non-autonomous transport-

coagulation-fragmentation equation, with bounded model parameters. In the first part

of this Chapter, we were concerned with the model without growth (4.1)-(4.2) while

the last part deals with the transport model (4.21)-(4.23). In both cases, the method

consists in constructing two nonnegative monotone sequences (uk) and (uk) defined as

upper and lower solutions, respectively. By making use of the comparison principle and

Gronwall’s inequality, the convergence of (uk) and (uk) to a unique solution u(t, x) of

the model was established.

In Chapter 5, a Prion model with multiple fragmentations was considered. The model

consists of an ordinary differential equation (5.1), coupled with a nonlinear non-autonomous

integro-differential equation (5.2) subject to an initial condition (5.3) and a boundary

condition (5.4). The degradation rate µ(t, x) and the fragmentation rate β(t, x) are con-

sidered to be unbounded under the additional assumption µ(t, x) + β(t, x) ≤ ρ(t, x)xα.

A weak compactness method was used, from functional analysis, to show the global

existence of a weak solution of the model, generalising the works done in [62, 68] for

autonomous prion model with binary splitting.



Chapter 2

Preliminary and auxiliary results

The purpose of this chapter is to provide some basic results on compact operators and

non-autonomous evolution equations on Banach spaces, mostly without proof, for the

convenience of later reference in subsequent chapters.

2.1 Functional analysis

2.1.1 Gronwall’s and Bellman’s inequalities

Gronwall’s and Bellman’s inequalities play a crucial role in the study of differential

equations. Gronwall’s inequality was first used to establish boundedness and stability of

differential equations after the study by R. Bellman [19]. Gronwall’s inequality led to a

very important inequality named after Bellman.

It should be noted that these two important inequalities are used later in the study.

Theorem 2.1.1. (Gronwall’s ineguality)

Let f, g and h be given functions from [x0,M) into R, where x0 ∈ R and M ≤ ∞. If f

is continuous, g ∈ L∞loc ([x0,M)), h ∈ L1
loc ([x0,M);R+) and

f(x) ≤ g(x) +

∫ x

x0

f(y)h(y) dy

7
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for each x ∈ [x0,M), then f(x) ≤ g(x) +
∫ x
x0
g(y)h(y) exp

(∫ x
y
h(v) dv

)
dy, for each

x ∈ [x0,M).

Proof. See [32].

The spaces L∞loc ([x0,M)) and L1
loc ([x0,M);R+) denote the space of locally measurable

functions and essentially bounded g : [x0,M) → R and the space of locally integrable

functions h : [x0,M)→ R+, respectively.

In the particular case where g(x) = c0, for c0 ≥ 0, Gronwall’s inequality is reduced to

the following Bellman’s inequality:

Theorem 2.1.2. (Bellman’s inequality)

Let f, and h be given functions from [x0,M) into R, where x0 ∈ R and M ≤ ∞. If f is

continuous, h ∈ L1
loc ([x0,M);R+), c0 ∈ R+ and

f(x) ≤ c0 +

∫ x

x0

f(y)h(y) dy

for each x ∈ [x0,M), then

f(x) ≤ c0 exp

(∫ x

x0

h(y) dy

)
for each x ∈ [x0,M).

Proof. See [19, Lemma 1].

Next, some compactness results are given in some function spaces.

2.1.2 Compactness results

Some basic definitions are provided before stating the compactness results. In the fol-

lowing, we denote by X, a real Banach space and by C(I,X), the space of all continuous

functions from I into X, where I is a compact subset of R. We also denote by Lp(I,X),

1 ≤ p <∞, the space of measurable functions f : I → X such that∫
I

‖f(t)‖pX dt <∞.
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Definition 2.1.3.

A subset K in a topological space is called:

(i) compact, if every generalised sequence in K has, at least, one generalised subse-

quence, which converges to some element of K;

(ii) sequentially compact, if every generalised sequence in K has, at least, one subse-

quence, which converges to some element of K;

(iii) relatively compact, if its closure K̄ is compact;

(iv) relatively sequentially compact, if its closure K̄ is sequentially compact.

Definition 2.1.4.

A subset K in a real Banach space X is called precompact (or totally bounded), if for all

ε > 0, there exists a finite subset Kε ⊂ X, such that K is included in the union of all

closed balls, with radii ε and whose centres belong to Kε.

Theorem 2.1.5.

Let X be a real Banach space.

(i) A subset K in X is relatively compact if and only if it is precompact.

(ii) A subset K in X is strongly relatively compact if and only if it is strongly relatively

sequentially compact.

Proof. See [77, p.13].

(i) By using contrapositive, suppose K is not precompact (i.e. not totally bounded).

Then there exist a positive real number ε and an infinite sequence {xn} of points be-

longing to K such that d(xi, xj) ≥ ε for i 6= j. Then, if one cover the compact set K̄ by

a system of open spheres of radii < ε, no finite subsystem of this system can cover K̄.

For, this subsystem cannot cover the infinite subset {xi} ⊆ K ⊆ K̄. Thus a relatively

compact subset of X must be precompact.

Suppose, conversely, that K is precompact as a subset of the Banach space X. Then the
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closure K̄ is complete and is totally bounded with K. one has to show that K̄ is com-

pact. To this purpose, one shall first show that any infinite sequence {yn} of K̄ contains

a subsequence {y(n)′} which converges to a point of K̄. Because of the total boundedness

of K, there exist, for any ε > 0, a point zε ∈ K̄ and a subsequence {yn′} of {yn} such

that d(yn′ , yn) <
ε

2
for n = 1, 2, ...; consequently, d(yn′ , ym′) ≤ d(yn′ , zε) + d(zε, ym′) < ε

for n,m = 1, 2, ... one set ε = 1 and obtain the sequence {yi′}, and then apply the same

reasoning as above with ε = 2−1 to this sequence {yi′}. one thus obtains a subsequence

{yn′′} of {yn′} such that

d(yn′ , ym′) < 1, d(yn′′ , ym′′) <
1

2
(n,m = 1, 2, ...). (2.1)

By repeating the process, one obtains a subsequence {yn(k+1)} of the sequence {yn(k)}
such that

d(yn(k+1) , ym(k+1)) <
1

2k
, (n,m = 1, 2, ...). (2.2)

Then the subsequence {y(n)′} of the original sequence {yn}, defined by the diagonal

method:

y(n)′ = yn(n) , (2.3)

surely satisfies lim
n,m→∞

d(yn′ , ym′) = 0. Hence, by the completeness of K̄, there must exist

a point y ∈ K̄ such that lim
n→∞

d(y(n)′ , y) = 0.

Next, one shows that the set K̄ is compact. One remark that there exists a countable

family {F} of open sets F of X such that, if U is any open set of X and x ∈ U ∩K̄, there

is a set F ∈ {F} for which x ∈ F ⊆ U . This may be proved as follows. K̄ being totally

bounded, it can be covered, for any ε > 0, by a finite system of open spheres of radii

ε and centres belonging to K̄. Letting ε = 1, 1/2, 1/3, ... and collecting the countable

family of the corresponding finite systems of open spheres, one obtain the desired family

{F} of open sets.

Let now {U} be any open covering of K̄. Let {F ∗} be the subfamily of the family {F}
defined as follows: F ⊆ {F ∗} if and only if F ⊆ {F} and there is some U ∈ {U}
with F ⊆ U . By the property of {F} and the fact that {U} covers K̄, one sees that

this countable family {F ∗} of open sets covers K̄. Now let {U∗} be a subfamily of

{U} obtained by selecting just one U ∈ {U} such that F ⊆ U , for each F ∈ {F ∗}.
Then {U∗} is a countable family of open sets which covers K̄. One has to show that
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some finite subfamily of {U∗} covers K̄. Let the sets in {U∗} be indexed as U1, U2, ...

Suppose that, for each n, the finite union
n⋃
j=1

Uj fails to cover K̄. Then there is some

point xn ∈

(
K −

n⋃
k=1

Uk

)
. By what was proved above, the sequence {xn} contains a

subsequence {x(n)′} which converges to a point, say x∞, in K̄. Then x∞ ∈ UN for some

index N , and so xn ∈ UN for infinitely many values of n, in particular for an n > N .

This contradicts the fact that xn was chosen so that xn ∈

(
K −

n⋃
k=1

Uk

)
. Hence one

has proved that K̄ is compact.

(ii) The proof of (ii) follows the same lines as those in (i).

The compactness criterion of sets in the Banach space X = LP (R+), are obtained from

the Fréchet-Kolmogorov theorem for the compactness of sets in LP (R) (see [77, X.1]).

Theorem 2.1.6.

Let K be a subset of X = LP (R+), 1 ≤ p ≤ ∞. Then, K has a compact closure if and

only if:

(i) sup
g∈K

∫ ∞
0

|g(s)|p ds <∞;

(ii) lim
r→∞

∫ ∞
r

|g(s)|p ds→ 0 uniformly for g ∈ K;

(iii) lim
h↘0

∫ ∞
0

|g(s+ h)− g(s)|p ds→ 0 uniformly for g ∈ K;

(iv) lim
h↘0

∫ h

0

|g(s)|p ds→ 0 uniformly for g ∈ K.

Proof. The proof is the same as in [77, Theorem (Fréchet-Kolmogorov)] by identifying

LP (R+) with the space of functions in LP (R), which are 0 on the negative half-line.

Definition 2.1.7.

A subset {un(τ)}n≥1, τ∈I in X is called:

(i) equibounded on I, if

sup
n≥1,τ∈I

‖un(τ)‖ <∞;
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(ii) equicontinuous on I, if

lim
δ↘0

sup
n≥1, |τ−τ ′|≤δ

‖un(τ)− un(τ ′)‖ = 0.

Theorem 2.1.8. (Arzelà-Ascoli)

A subset {un(τ)}n≥1,τ∈I in X is relatively compact in X if the following two conditions

are satisfied:

(i) un(τ) is equibounded for each n ≥ 1;

(ii) un(τ) is equicontinuous for each n ≥ 1.

Proof. See [77, Theorem (Ascoli-Arzelà)].

From the Bolzano-Weierstrass theorem, a bounded sequence of real (or complex) numbers

contains a convergent subsequence. Hence, for fixed τ ∈ I, the sequence {un(τ)}n≥1

contains a convergent subsequence. On the other hand, since the space X is compact,

there exists a countable dense subset {τn} ⊆ X such that, for every ε > 0, there exists

a finite subset {τn : 1 ≤ n ≤ k(ε)} of {τn} satisfying the condition

sup
τj∈X

inf
1≤j≤k(ε)

d(τ, τj) ≤ ε.

The proof of this fact is obtained as follows. Since X is compact, it is totally bounded

(i.e. precompact). Thus there exists, for any δ > 0, a finite system of points belonging to

X such that any point of X has a distance ≤ δ from some point of the system. Letting

δ = 1, 2−1, 3−1, ... and collecting the corresponding finite systems of points, one obtains

a sequence {τn} with the stated properties. One then applies the diagonal process of

choice to the sequence {un(τ)} so that one obtains a subsequence {un′} of {un} which

converges for τ = τ1, τ2, ..., τk, ... simultaneously. By the equicontinuity of {un(τ)}, there
exists, for every ε > 0, a δ = δ(ε) > 0 such that d(τ ′, τ ′′) ≤ δ implies |un(τ ′)−un(τ ′′)| ≤ ε

for n = 1, 2, ... Hence, for every τ ∈ X, there exits a j with j ≤ k(ε) such that

|un′(τ)− um′(τ)| ≤ |un′(τ)− un′(τj)|+ |un′(τj)− um′(τj)|+ |um′(τj)− um′(τ)|

≤ 2ε+ |un′(τj)− um′(τj)|

Thus lim
n,m→+∞

max
τ
|un′(τ)− um′(τ)| ≤ 2ε, and so lim

n,m→+∞
‖un′ − um′‖ = 0.
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In the following, a variant of Arzelà-Ascoli’s theorem is given.

Theorem 2.1.9. (Arzelà-Ascoli)

A subset K in C(I,X) is relatively sequentially compact if and only if K is equicontinuous

on I and there is a dense subset D in I such that for each τ ∈ D, the set

K(τ) := {u(τ);u ∈ K}

is relatively compact in X.

Proof. See [67, Theorem 1.3.2].

Next, the following definition on uniformly integrability is given.

Definition 2.1.10. A subset K in Lp(I,X), with 1 ≤ p ≤ ∞, is said to be uniformly

integrable if K is bounded in Lp(I,X).

Theorem 2.1.11. (Dunford-Pettis)

A subset (un)n≥1 in L1(I,X) is weakly relatively compact if and only if it is uniformly

integrable.

Proof. See [24, p. 101].

In the next section, some important results on non-autonomous evolution equations are

given.

2.2 Non-autonomous evolution equations

In this section, we review a natural generalisation of the following linear autonomous

abstract Cauchy problem (ACP)


du(t)

dt
= Au(t), t > 0,

lim
t→0+

u(t) = u0,
(2.4)

where the fixed operator A is replaced by the time-dependent operator A(t), for t ∈ R+.
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2.2.1 Linear evolution equations

The following definition is stated.

Definition 2.2.1. (Non-autonomous Abstract Cauchy Problem)

Let X be a Banach space and (A(t))t≥0 a family of bounded linear operators with domain

D(A(t)) contained in X and also given an element x ∈ X. Then, the abstract problem


du(t)

dt
= A(t)u(t), for s, t ∈ R, t ≥ s,

u(s) = x,
(2.5)

is called a non-autonomous Abstract Cauchy problem (nACP).

The classical solution of the nACP (2.5) can be defined as follows.

Definition 2.2.2.

Let (A(t), D(A(t)), for t ∈ R, be linear operators on the Banach space X. A function u

is said to be a classical solution to the nACP (2.5) if:

1. for s ∈ R and x ∈ D(A(s)), u = u(·, s, x) is continuously differentiable on [s,∞)

such that u(t) ∈ D(A(t)); and

2. u satisfies (2.5) for t ≥ s.

It should be recalled that the solutions of the linear autonomous ACP (2.4) are given by

a strongly continuous semigroup (S(t))t≥0 on X which satisfies the strongly continuity

condition

lim
t→0+

S(t)x = x for any x ∈ X, (2.6)

and the semigroup properties

 S(t+ s) = S(t)S(s) for all t, s ≥ 0,

S(0) = I.
(2.7)

In the non-autonomous case, an evolution system (U(t, s))t≥s∈R is considered.
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Remark 2.1. The strongly continuous semigroup (S(t))t≥0 on X is called a semigroup

of contraction on X if

‖S(t)‖X ≤ 1, t ≥ 0.

Definition 2.2.3. (Evolution system)

A system (U(t, s))t≥s∈R of bounded linear operators on a Banach space X is said to be

an evolution system (or evolution family or propagator) if:

(i) for each u ∈ X, the function (t, s) 7→ U(t, s)u is continuous for t ≥ s ∈ R;

(ii) U(t, s) = U(t, r)U(r, s), U(t, t) = I, for t ≥ r ≥ s ∈ R; and

(iii) ‖U(t, s)‖ ≤ Ceβ(t−s), t ≥ s for some constants C, β > 0.

The evolution family is strongly continuous if:

(iv) (t, s)→ U(t, s) is strongly continuous for t ≥ r ≥ s ∈ R, and is uniformly contin-

uous whenever.

It should be noted that a strongly continuous evolution family (U(t, s))t≥s∈R can be

defined from a strongly continuous semigroup (S(t))t≥0 as follows:

U(t, s) := S(t− s).

Proposition 2.2.4. Let X be a Banach space and Yt a subspace of X. The nACP (2.5)

is well-posed on Yt if and only if there is an evolution family solving (2.5) on Yt.

Proof. See [50, Section 3.2].

Remark 2.2. By well-posedness of (2.5), we mean existence, uniqueness and continuous

dependence on the initial data.

To every evolution family, one can associate strongly continuous semigroups on X-valued

function spaces called evolution semigroups. Evolution semigroups completely charac-

terise the behaviour of the evolution family and are given by:
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Definition 2.2.5. (Evolution semigroup)

For every strongly continuous evolution family (U(t, s))t≥s≥0, one defines the correspond-

ing evolution semigroup (U (t))t≥0 on the space L1(R, X) by

[U (t)ψ](θ) := U(θ, θ − t)ψ(θ − t) (2.8)

for ψ ∈ L1(R, X), θ ∈ R and t ≥ 0. Its generator is denoted by (A , D(A )).

Proposition 2.2.6. The evolution semigroup (U (t))t≥0 defined on the space L1(R, X)

by (2.8) is a strongly continuous semigroup on L1(R, X).

Proof. See [28, Lemma 9.10].

It is easy to see that (U (t))t≥0 is a semigroup of bounded operators on L1(R, X) with

‖U (t)‖ ≤ Mewt. For f ∈ Cc(R, X), the space of continuous functions with compact

support in R, it is easy to see that U (t)f → f in L1(R, X) as t→ 0. Since Cc(R, X) is

dense in L1(R, X), it implies strong continuity of (U (t))t≥0.



Chapter 3

Global dynamics of an SVEIR model

with age-dependent vaccination,

infection and latency

3.1 Introduction

Protection induced by vaccines plays a significant role in preventing and reducing the

transmission of infectious diseases. One of the greatest successes of vaccination is illus-

trated through the eradication of small-pox. It is reported in [75] that the case of small-

pox was last recorded in 1977. Immunity conveyed by vaccination depends on different

vaccines and vaccination policies – lifelong immunity occurs for certain vaccines while

immunisation period is induced by some vaccines. However, waning vaccine-induced im-

munity takes place (naturally) after the immunisation process. It is reported in [53] that

a significant decay in the proportion of chicken pox took place in the United States of

America in 1995 after conducting a universal vaccination campaign. Surprisingly, new

cases of chicken pox appeared mainly in highly vaccinated school communities in US.

Some studies have been conducted and revealed waning vaccine-induced immunity in

children under protection induced by vaccines. Moreover, this was also investigated in

[22, 54, 55] and it was proved that such waning of immunity is attached to the time since

17
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vaccination and the age at vaccination. In this regard, it was published in [56, 73] that

the time of vaccine-induced immunity depends on individual features and the age of the

vaccine.

From the above-mentioned statements and citations, it is necessary to associate waning

vaccine-induced immunity to vaccination in infectious disease models and interesting to

investigate the impact of waning vaccine-induced immunity on the dynamics of infectious

diseases. Many mathematical models on vaccination have already been investigated (see

[20, 25, 41, 53, 60, 65, 70, 71, 74, 76]). Some of the models cited above considered either

age-dependent vaccination, while some did not.

Despite vaccination age structure being the main and appropriate feature required in

the dynamics of infectious diseases, with waning induced-vaccine immunity, most epi-

demiological models with vaccination, including waning induced-vaccine immunity, were

studied after assuming a constant rate of immunity loss (see [41, 74, 25]). Age-dependent

vaccination was considered in some epidemiological models studied recently in [26, 38, 40,

53, 69, 75]. However, some of these works considered either waning vaccine-induced im-

munity or not, either vaccine-age-dependent waning vaccine-induced immunity or not,

either age-dependent latency or not, either age-dependent relapse or not, either age-

dependent infection or not. In [26], an SVIR epidemic model with continuous age-

dependent vaccination was formulated to establish the global stability of equilibria. In

[38], an SVIJS epidemic model with age-dependent vaccination was considered to study

the asymptotical behaviour of the equilibria, after assuming that age-dependent vaccine-

induced immunity decays with time after vaccination. In [40], an SVIS epidemic model

with age-dependent vaccination, vaccine-age-dependent waning vaccine-induced immu-

nity and treatment was formulated to investigate backward bifurcations. In [53], an

SVIR epidemic model with age of vaccination was considered to establish global stabil-

ity of equilibria, after assuming that vaccine-induced immunity decays with time after

vaccination. In [69], an SVEIR epidemic model with age-dependence vaccination, la-

tency and relapse was formulated to established the global stability of the equilibria. In

[75], a multi-group SVEIR epidemic model with latent class and age of vaccination was

formulated to study global stability of equilibria, after assuming that vaccine-induced

immunity decays with time after vaccination. Likewise, in [26, 38, 40].
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Recently, in [71], an SVEIR epidemic model with continuous age-structure in the latent

and infectious classes and without continuous age-structure in the vaccinated class was

formulated to prove the global stability of equilibria; while in [69], an SVEIR epidemic

model with continuous age-structure in the latent, infectious and recovered classes, and

with vaccine-age-dependent waning vaccine-induced immunity was formulated. More-

over, in [71], the latency and infection ages are denoted by the same variable a. Similarly,

in [69], the latency, relapse and vaccination ages are denoted by the same variable a. In

spite of this, to the best of our knowledge, the global dynamics of an SVEIR epidemic

model with continuous age-structure in latency, infection, vaccination and vaccine-age-

dependence waning vaccine-induced immunity has not yet been neither considered nor in-

vestigated using the approach of Lyapunov fonctionals. The aim of this study is to fill this

gap by investigating the global dynamics of an SVEIR epidemic model as defined above.

Motivated by [69, 71], a new SVEIR epidemic model originated from an existing SVEIR

formulated in [75] is proposed, by considering continuous age-structure in latency and

infection in addition to age-dependence vaccination and vaccine-age-dependence waning

vaccine-induced immunity [48] (which the authors took into account in [75]). However,

the latency, infection and ages of vaccination are all denoted by a, as in [69, 71]. More-

over, in this chapter, a more significant incidence rate (taking into account tranmission

by both age rate-mates infective individuals and infective individuals of any age) of the

form

S(t)

∞∫
0

K0(a)i(a, t) +

∞∫
0

K(a, a
′
)i(a

′
, t) da

′

 da

is also considered, where K0(a) and K(a, a
′
) are defined below, instead of the classical

incidence rate of the form

S(t)

∞∫
0

β(a)i(a, t) da,

where β(a) denotes the coefficient of transmission of diseases from infective individu-

als, with age of infection a, to susceptible individuals. The latter is considered in the

references herein where continuous age-structure in infection is taken into account.

The model splits the total population into five epidemiological groups as follows: the

susceptible group; the vaccinated group; the latent group; the infected group; and the
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removed group. Let R(t) and S(t) be the number of individuals in the removed and

susceptible groups at time t, respectively. Let v(a, t), e(a, t) and i(a, t) be the density

of vaccinated, (latently) infected and (actively) infected individuals with vaccination,

latency and infection age a at time t, respectively. It follows that V (t), E(t) and I(t)

defined by

V (t) =

∞∫
0

v(a, t) da, E(t) =

∞∫
0

e(a, t) da, I(t) =

∞∫
0

i(a, t) da,

are the number of individuals in the vaccinated, latent and infected compartments, re-

spectively.

The model investigated consists of a coupled system of nonlinear ordinary and partial

differential equations of the form

d

dt
S(t) = Λ− (ν + µ0)S(t) +

∞∫
0

α(a)v(a, t) da

− S(t)

∞∫
0

K0(a)i(a, t) +

∞∫
0

K(a, a
′
)i(a

′
, t) da

′

 da

∂

∂t
v(a, t) = − ∂

∂a
v(a, t)− η(a)v(a, t)

∂

∂t
e(a, t) = − ∂

∂a
e(a, t)− %(a)e(a, t)

∂

∂t
i(a, t) = − ∂

∂a
i(a, t)− σ(a)i(a, t)

d

dt
R(t) =

∞∫
0

γ(a)i(a, t) da− µ0R(t),

(3.1)

where η(a) = α(a) + µ(a), %(a) = ε(a) + µ(a), σ(a) = γ(a) + µ(a), with boundary

conditions

v(0, t) = νS(t)

e(0, t) = S(t)

∞∫
0

K0(a)i(a, t) +

∞∫
0

K(a, a
′
)i(a

′
, t) da

′

 da

i(0, t) =

∞∫
0

e(a, t)ε(a) da.

(3.2)
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and initial conditions

S(0) = S0 > 0, v(a, 0) = v0(a) > 0, e(a, 0) = e0(a) > 0,

i(a, 0) = i0(a) > 0, R(0) = R0 > 0,
(3.3)

where S0 and R0 are initial size of susceptible and removed individuals, respectively,

and v0(a), e0(a) and i0(a) are initial age-density of vaccinated, latent and infective in-

dividuals, respectively. Moreover, v0, e0 and i0 are Lebesgue integrable functions, and

it is assumed that the recruitment of newly vaccinated individuals in the vaccinated

compartment is done at age zero.

The meaning of parameters in (3.1)-(3.2) is given below:

Λ – constant recruitment rate of susceptible individuals;

ν – rate of vaccination of susceptible individuals;

µ0 – natural mortality rate of individuals;

α(a) – age-specific rate of waning vaccine-induced immunity;

µ(a) – age-specific natural mortality rate;

γ(a) – age-specific removal rate;

ε(a) – age-specific rate moving from latent to infective;

K0(a) – age-specific infection rate of susceptible individuals by infective

individuals (of the same age – intracohort contagion); and

K(a, a
′
) – probability that an infective individual of age a′ will successfully

infect a susceptible individual of age a, after contact.

In the sequel, the following assumptions are made on parameters in (3.1)-(3.2)

A0 (i) Λ, ν, µ0 > 0, with ν < µ0.

(ii) α, η, %, σ, γ, ε,K0 ∈ L∞+ (0,∞) and K ∈ L1
(
(0,∞),L∞+ (0,∞)

)
with essential

upper bounds ᾱ, η̄, %̄, σ̄, γ̄, ε̄, K̄0 and K̄(a, ·), respectively.

(iii) K0(a), K(·, a′), α(a), γ(a), ε(a) are Lipschitz continuous on R+ with coeffi-

cients MK0 ,MK ,Mα,Mγ,Mε, respectively.

(iv) There exists µ̃ ∈ (0, µ0] such that η(a)− α(a), %(a)− ε(a), σ(a)− γ(a) > µ̃.
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A1: ν < µ0;

A2: R(·) is a decreasing function of t for any constant removal rate γ0 such that γ0 ≥ γ̄;

A3: η(a)Λ < (η(a)− α(a))

1−
∞∫

0

α(a)e
−
a∫
0

η(s) ds
da

, for every a.

This chapter consists of five additional sections, including the introduction, structured

as follows: In Section 3.2, some preliminary results on compactness property of the

semi-flow generated by (3.1)-(3.2) are presented and its asymptotic smoothness property

discussed. This section also deals with the existence of equilibria and the formulation of

the threshold parameter <0 (the basic reproduction number). The uniform persistence

property of (3.1)-(3.2) is addressed in Section 3.3. Local and global stability of the

steady states for (3.1) are examined in Section 3.4.

3.2 Preliminaries and existence of equilibria

3.2.1 Basic results

We consider the Banach space

X = R× L1(0,∞)× L1(0,∞)× L1(0,∞)× R

endowed with the norm

‖(x, ϕ, ψ, φ, y)‖X = |x|+ ‖ϕ‖1 + ‖ψ‖1 + ‖φ‖1 + |y|,

where ‖ · ‖1 = ‖ · ‖L1 , for any (x, ϕ, ψ, φ, y) ∈ X. Let us denote by X+, the positive cone

of the Banach space X such that

X+ = R+ × L1
+(0,∞)× L1

+(0,∞)× L1
+(0,∞)× R+.

For any initial value X0 = (S0, v0(·), e0(·), i0(·), R0) ∈ X+ satisfying the following condi-

tions

v0(0) = νS0
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e0(0) = S0

∞∫
0

K0(a)i0(a) +

∞∫
0

K(a, a
′
)i0(a

′
) da

′

 da

i0(0) =

∞∫
0

ε(a)e0(a) da

the system (3.1) is well-posed, under assumption A1, due to [37]. Thus, a continuous

semi-flow Φ : R+ × X+ → X+ is obtained and defined by the (3.1) such that

Φ(t,X0) = Φt(X0) = (S(t), v(·, t), e(·, t), i(·, t), R(t)), t ∈ R+, X0 ∈ X+. (3.4)

Now, we introduce the functions

χ(α) = e
−
a∫
0

η(τ) dτ
, ϑ(α) = e

−
a∫
0

%(τ) dτ
, ζ(α) = e

−
a∫
0

σ(τ) dτ
, forα ≥ 0.

By integrating the second, third and fourth equations of (3.1) along the characteristic

t− a = constant, one obtains

v(a, t) =


v(0, t− a)χ(a), 0 ≤ a ≤ t,

v0(a− t) χ(a)
χ(a−t) , 0 ≤ t ≤ a,

, e(a, t) =


e(0, t− a)ϑ(a), 0 ≤ a ≤ t,

e0(a− t) ϑ(a)
ϑ(a−t) 0 ≤ t ≤ a,

i(a, t) =


i(0, t− a)ζ(a), 0 ≤ a ≤ t,

i0(a− t) ζ(a)
ζ(a−t) 0 ≤ t ≤ a,

(3.5)

where

v(0, t− a) = νS(t− a)

e(0, t− a) = S(t− a)

∞∫
0

K0(a)i(a, t− a) +

∞∫
0

K(a, a
′
)i(a

′
, t− a) da

′

 da

i(0, t− a) =

∞∫
0

ε(a)e(a, t− a) da.

(3.6)

Taking the norm of Φt(X0) and using the positiveness of the components of Φt(X0), one

obtains

‖Φt(X0)‖X = S(t) + ‖v(·, t)‖1 + ‖e(·, t)‖1 + ‖i(·, t)‖1 +R(t). (3.7)
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Differentiating (3.7) with respect to t leads to

d

dt
‖Φt(X0)‖X =

dS(t)

dt
+

d

dt
‖v(·, t)‖1 +

d

dt
‖e(·, t)‖1 +

d

dt
‖i(·, t)‖1 +

dR(t)

dt
. (3.8)

Next, we seek for the estimates of each time-derivative on the right hand side (3.8).

First, we have

d

dt
‖v(·, t)‖1 =

d

dt

 t∫
0

v(0, t− a)χ(a) da+

∞∫
t

v0(a− t) χ(a)

χ(a− t)
da


=

d

dt

t∫
0

v(0, s)χ(t− s) ds+

∞∫
0

v0(ς)

χ(ς)

d

dt
χ(t+ ς) dς.

(3.9)

Applying the Leibniz Integral Rule to the first integral in (3.9) yields

d

dt
‖v(·, t)‖1 = χ(0)v(0, t) +

t∫
0

v(0, s)
d

dt
χ(t− s) ds+

∞∫
0

v0(ς)

χ(ς)

d

dt
χ(t+ ς) dς

= v(0, t)−
t∫

0

v(0, s)η(t− s)χ(t− s) ds (3.10)

−
∞∫

0

v0(ς)η(t+ ς)
χ(t+ ς)

χ(ς)
dς

= νS(t)−
∞∫

0

η(a)v(a, t) da.

Likewise, we also have

d

dt
‖e(·, t)‖1 = e(0, t)−

∞∫
0

%(a)e(a, t) da (3.11)

and
d

dt
‖i(·, t)‖1 =

∞∫
0

ε(a)e(a, t) da−
∞∫

0

σ(a)i(a, t) da. (3.12)
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Therefore, one obtains

d

dt
(S(t) + ‖v(·, t)‖1 + ‖e(·, t)‖1 + ‖i(·, t)‖1 +R(t))

= Λ− µ0(S(t) +R(t))−
∞∫

0

(η(a)− α(a))v(a, t) da

−
∞∫

0

(%(a)− ε(a))v(a, t) da−
∞∫

0

(σ(a)− γ(a))i(a, t) da.

(3.13)

Using (iv) of A1, (3.13) yields

d

dt
(S(t) + ‖v(·, t)‖1 + ‖e(·, t)‖1 + ‖i(·, t)‖1 +R(t))

≤ Λ− µ̃ (S(t) + ‖v(·, t)‖1 + ‖e(·, t)‖1 + ‖i(·, t)‖1 +R(t)) ,

(3.14)

that is,
d

dt
‖Φt(X0)‖X ≤ Λ− µ̃‖Φt(X0)‖X.

Thus, we obtain

‖Φt(X0)‖X ≤
Λ

µ̃
− e−µ̃t

(
Λ

µ̃
− ‖X0‖X

)
,

where ‖Φt(X0)‖X = ‖X0‖X.

If we consider the state space Γ of (3.1), defined by

Γ =

{
(x, ϕ, ψ, φ, y) ∈ X+ : ‖(x, ϕ, ψ, φ, y)‖X ≤

Λ

µ̃

}
, (3.15)

one obtains

‖Φt(X0)‖X ≤
Λ

µ̃
,

for any t ≥ 0, whenever X0 ∈ Γ. Moreover

lim sup
t→∞

‖Φt(X0)‖X ≤
Λ

µ̃
,

for any X0 ∈ X+.

Then, the following results are stated:

Lemma 3.2.1. The set Γ is positively invariant for Φ; that is,

Φt(X0) ⊂ Γ, ∀t ≥ 0, X0 ∈ Γ.

Moreover, Φt(X0) is point dissipative and the set Γ is an attractor in X+.
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Since the aim is to use the Lasalle’s Invariance Principle, we are required to establish the

relative compactness of the orbit {Φt(X0) : t ≥ 0} in X+ due to the infinite dimensional

Banach space X. For this, we consider the mappings Θ and Ψ, (Θ,Ψ : R+×X+ → X+),

such that
Θ(t,X0) = Θt(X0) = (0, θ̃v(·, a), θ̃e(·, a), θ̃i(·, a), 0)

Ψ(t,X0) = Ψt(X0) = (S(t), ṽ(·, a), ẽ(·, a), ĩ(·, a), R(t)),
(3.16)

where

θ̃v(a, t) =


0, 0 ≤ a ≤ t,

v(a, t), 0 ≤ t ≤ a,

, ṽ(a, t) =


v(a, t), 0 ≤ a ≤ t,

0 0 ≤ t ≤ a,

θ̃e(a, t) =


0, 0 ≤ a ≤ t,

e(a, t) 0 ≤ t ≤ a,

, ẽ(a, t) =


e(a, t), 0 ≤ a ≤ t,

0 0 ≤ t ≤ a,

θ̃i(a, t) =


0, 0 ≤ a ≤ t,

i(a, t) 0 ≤ t ≤ a,

, ĩ(a, t) =


i(a, t), 0 ≤ a ≤ t,

0 0 ≤ t ≤ a.

(3.17)

Thus, Φt(X0) = Θt(X0) + Ψt(X0), for any t ≥ 0; and from the proof of [72, Proposition

3.13] and Lemma 3.2.1, we obtain to the following result.

Theorem 3.2.2. For X0 ∈ Γ, the orbit {Φt(X0) : t ≥ 0} has a compact closure in X+ if

the following conditions are satisfied:

(i) There exists a map ∆ : R+ × R+ → R+ such that for any r > 0, lim
t→∞

∆(t, r) = 0,

and if X0 ∈ Γ with ‖X0‖X ≤ r, then ‖Θt(X0)‖X ≤ ∆(t, r) for any t ≥ 0.

(ii) For any t ≥ 0, Ψt(·) maps any bounded sets of Γ into a set with compact closure

in X+.

For verifying (i) and (ii) of Theorem 3.2.2, the following two lemmas are needed:

Lemma 3.2.3. For r > 0, let ∆(t, r) = e−µ̃tr. Then, lim
t→∞

∆(t, r) = 0. Then, (i) of

Theorem 3.2.2 holds.
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Proof. Clearly, it is observed that lim
t→∞

∆(t, r) = 0. Making use of some equations in

(3.5), we obtain

θ̃v(a, t) =


0, 0 ≤ a ≤ t,

v0(a− t) χ(a)
χ(a−t) , 0 ≤ t ≤ a,

, θ̃e(a, t) =


0, 0 ≤ a ≤ t,

e0(a− t) ϑ(a)
ϑ(a−t) 0 ≤ t ≤ a,

θ̃i(a, t) =


0, 0 ≤ a ≤ t,

i0(a− t) ζ(a)
ζ(a−t) 0 ≤ t ≤ a.

(3.18)

Taking the initial condition X0 ∈ Γ such that ‖X0‖X ≤ r and t ≥ 0, we obtain

‖Θt(X0)‖X = |0|+ ‖θ̃v(·, t)‖1 + ‖θ̃e(·, t)‖1 + ‖θ̃i(·, t)‖1 + |0|

=

∞∫
t

∣∣∣∣v0(a− t) χ(a)

χ(a− t)

∣∣∣∣ da+

∞∫
t

∣∣∣∣e0(a− t) ϑ(a)

ϑ(a− t)

∣∣∣∣ da
+

∞∫
t

∣∣∣∣i0(a− t) ζ(a)

ζ(a− t)

∣∣∣∣ da
=

∞∫
0

∣∣∣∣v0(s)
χ(s+ t)

χ(s)

∣∣∣∣ ds+

∞∫
0

∣∣∣∣e0(s)
ϑ(s+ t)

ϑ(s)

∣∣∣∣ ds
+

∞∫
0

∣∣∣∣i0(s)
ζ(s+ t)

ζ(s)

∣∣∣∣ ds (3.19)

=

∞∫
0

∣∣∣∣∣v0(s)e
−
s+t∫
s
η(τ) dτ

∣∣∣∣∣ ds+

∞∫
0

∣∣∣∣∣e0(s)e
−
s+t∫
s
%(τ) dτ

∣∣∣∣∣ ds
+

∞∫
0

∣∣∣∣∣i0(s)e
−
s+t∫
s
σ(τ) dτ

∣∣∣∣∣ ds
≤ e−µ̃t (‖v0‖1 + ‖e0‖1 + ‖i0‖1)

≤ e−µ̃t‖X0‖X

≤ e−µ̃tr = Λ(t, r).
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Lemma 3.2.4. For t ≥ 0, Ψt(·) maps any bounded sets of Γ into a set with a compact

closure in X+.

Proof. Since R(t) and S(t) remain in the compact set [0,Λ/µ̃] by Lemma 3.2.1, it is suf-

ficient to show that ṽ(a, t), ẽ(a, t) and ĩ(a, t) remain in a precompact subset of L1
+(0,∞),

which does not depend on the initial data X0 ∈ Γ. To achieve this, the following condi-

tions (see [63, Theorem B.2]) must be satisfied for ṽ(a, t), ẽ(a, t) and ĩ(a, t).

(i) The supremum of ‖z̃(·, t)‖1 with respect to X0 ∈ Γ is finite;

(ii) lim
h→∞

∞∫
h

z̃(a, t) da = 0 uniformly with respect to X0 ∈ Γ;

(iii) lim
h→0+

∞∫
h

|z̃(a+ h, t)− z̃(a, t)| da = 0 uniformly with respect to X0 ∈ Γ;

(iv) lim
h→0+

h∫
0

z̃(α, t) dα = 0 uniformly with respect to X0 ∈ Γ;

where z̃ ∈
{
ṽ, ẽ, ĩ

}
. It follows from (3.5) and (3.17) that

ẽ(a, t) =


e0(t− a)ϑ(a), 0 ≤ a ≤ t,

0, 0 ≤ t ≤ a,

, (3.20)

and hence, using Lemma 3.2.1, we obtain

0 ≤ ṽ(a, t) ≤ ν
Λ

µ̃
e−µ̃a, (3.21)

and hence, (i), (ii) and (iv) follow. To establish (iii), we take a sufficiently small h such

that h ∈ (0, t) and show that

∞∫
0

|ṽ(a+ h, t)− ṽ(a, t)| da =

t∫
t−h

|0− νS(t− a)χ(a)| da

+ ν

t−h∫
0

|S(t− a− h)χ(a+ h)− S(a, t)χ(a)| da
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≤ ν
Λ

µ̃
h+ ν

t−h∫
0

S(t− a− h) (χ(a)− χ(a+ h)) da

+ ν

t−h∫
0

χ(a) |S(t− a− h)− S(a, t)| da (3.22)

≤ ν
Λ

µ̃
h+ ν

Λ

µ̃

 t−h∫
0

χ(a) da−
t−h∫
0

χ(a+ h) da


+ ν

t−h∫
0

χ(a) |S(t− a− h)− S(a, t)| da

≤ ν
Λ

µ̃
h+ ν

Λ

µ̃

 t∫
0

χ(a) da+

h∫
t

χ(a) da


+ ν

t−h∫
0

χ(a) |S(t− a− h)− S(a, t)| da

≤ ν (2Λ + lS)
h

µ̃
.

Indeed, χ(a) is a non-decreasing function of a such that 0 ≤ χ(a) ≤ 1 and satisfying

t−h∫
0

|χ(a+ h)− χ(a)| da =

t−h∫
0

(χ(a)− χ(a+ h)) da

=

t−h∫
0

χ(a) da−
t−h∫
0

χ(a+ h) da

=

t−h∫
0

χ(a) da−
t∫

h

χ(a) da

=

t−h∫
0

χ(a) da−
t−h∫
h

χ(a) da−
t∫

t−h

χ(a) da

=

h∫
0

χ(a) da−
t∫

t−h

χ(a) da

≤
h∫

0

χ(a) da ≤ h.
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On the other hand, the Lipschitz continuity of S(·) is obtained from the first equation

of (3.1), using the boundedness of the solution of (3.1) (see Lemma 3.2.1); that is, there

exists lS > 0 such that |S(t1)− S(t2)| ≤ lS|t1 − t2| for any t1, t2 ≥ 0.

Since ν(2Λ + lS)h/µ̃ does not depend on the initial data X0 ∈ Γ and ν(2Λ + lS)h/µ̃→ 0

as h→ 0+, it follows from (3.22) that (iii) is satisfied.

Therefore, from Lemma 3.2.1 and Theorem 3.2.2, the existence result of global attractors

(see [35]) follows.

Theorem 3.2.5. The semi-flow {Φt(X0) : t ≥ 0} has a global attractor in X+, which

attracts any bounded subset of X+.

3.2.2 Equilibria and the basic reproduction number

The system (3.1) has a unique disease-free equilibrium E0 = (S0, v0(a), e0(a), i0, R0),

where
S0 =

Λ

µ0 + ν

(
1−

∞∫
0

α(a)e
−
a∫
0

η(s) ds
da

) ,

v0(a) = νS0e
−
a∫
0

η(s) ds
, e0(a) = i0(a) = 0, R0 = 0.

(3.23)

Apart from E0, the system (3.1) could also have an endemic equilibrium. We sup-

pose that there exists an endemic equilibrium for the system (3.1) denoted by E∗ =

(S∗, v∗, e∗, i∗, R∗). Therefore, the following equations:

0 = Λ− (ν + µ0)S∗ +

∞∫
0

α(a)v∗(a) da

− S∗
∞∫

0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da

0 = − d

da
v∗(a)− η(a)v∗(a) (3.24)

0 = − d

da
e∗(a)− %(a)e∗(a)

0 = − d

da
i∗(a)− σ(a)i∗(a)



CHAPTER 3. AGE-DEPENDENT SVEIR MODEL 31

0 =

∞∫
0

γ(a)i∗(a) da− µ0R∗.

are satisfied. In addition, E∗ also satisfies the equations (3.2) i.e.,

v∗(0) = νS∗

e∗(0) = S∗
∞∫

0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da

i∗(0) =

∞∫
0

ε(a)e∗(a) da.

(3.25)

The second equation of (3.24) and the first equation of (3.25) give

v∗(a) = νS∗e
−
a∫
0

η(s) ds
. (3.26)

It follows from the third equation of (3.24) that

e∗(a) = e∗(0)e
−
a∫
0

%(s) ds
. (3.27)

Equations (3.2) and (3.27), together with the fourth equation of (3.24), yield

i∗(a) = e∗(0)

e− a∫
0

σ(s) ds
∞∫

0

ε(a)e
−
a∫
0

%(s) ds
da

 . (3.28)

We introduce parameter <0, L, J and P such that

<0 = S0L

∞∫
0

K0(a)e
−
a∫
0

σ(s) ds
+

∞∫
0

K(a, a
′
)e
−
a
′∫

0

σ(s) ds
da
′

 da

L =

∞∫
0

ε(a)e
−
a∫
0

%(s) ds
da (3.29)

J =

∞∫
0

γ(a)e
−
a∫
0

σ(s) ds
da

P =

∞∫
0

α(a)e
−
a∫
0

η(s) ds
da.
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By substituting (3.28) into the second equation of (3.25), we have

S∗ =
S0

<0

(3.30)

and hence,

v∗(a) =
v0(a)

<0

. (3.31)

Then, substituting (3.26), (3.28) and (3.30) into the first equation of (3.24) yields

e∗(0) = Λ

(
1− 1

<0

)
. (3.32)

Therefore, it easily follows that

e∗(a) = Λ

(
1− 1

<0

)
ϑ(a)

i∗(a) = Λ

(
1− 1

<0

)
Lζ(a)

R∗ =
Λ

µ0

(
1− 1

<0

)
LJ.

(3.33)

A threshold condition is derived from the existence condition for the endemic equilibrium

E∗ such that <0 > 1. Thus, the parameter <0, given by the first equation of (3.29), can

be called the basic reproduction number of the system (3.1). Moreover, <0 can also be

expressed as

<0 = <intra + <inter, (3.34)

where

<intra =
ΛL

µ0 + ν(1− P )

∞∫
0

K0(a)ζ(a) da,

<inter =
ΛL

µ0 + ν(1− P )

∞∫
0

 ∞∫
0

K(a, a
′
)ζ(a

′
) da

′

 da.

(3.35)

<intra and <inter can be understood, respectively, as the basic reproduction numbers for

the corresponding model with purely intracohort infection mechanism (i.e. a situation

in which individuals can only be infected by their age-mates) and for the corresponding

model with purely intercohort infection mechanism (i.e. a situation in which individuals

can be infected by those of any age).

Therefore, it is stated that
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Theorem 3.2.6. If <0 ≤ 1, then the system (3.1) has only a disease-free equilibrium E0;

while if <0 > 1, then the system (3.1) also has an endemic equilibrium E∗ in addition to

the disease-free equilibrium E0.

3.3 Uniform persistence

This section is devoted to the uniform persistence of the system (3.1) under the condition

<0 > 1. For this, we introduce a function ρ : X+ → R+ defined by

ρ(x, ς,$, υ, y) = x

∞∫
0

K0(a)υ(a) +

∞∫
0

K(a, a
′
)υ(a

′
) da

′

 da,

where (x, ς,$, υ, y) ∈ X+. Furthermore, we consider the set X0 defined by

X0 = {X0 ∈ X+ : ρ (Φt0 (X0)) > 0 for some t0 ∈ R+}

such that Φt (X0)→ E0 as t→∞ whenever X0 ∈ X+\X0.

Definition 3.3.1. [63, p. 61]. The system (3.1) is uniformly weakly ρ-persistent (respec-

tively, uniformly strongly ρ-persistent) if there exists a positive ε∗, independent of initial

conditions, such that

lim sup
t→∞

ρ (Φt(X0)) > ε∗ (respectively, lim inf
t→∞

ρ (Φt(X0)) > ε∗)

for X0 ∈ X+.

Theorem 3.3.2. If <0 > 1, then the system (3.1) is uniformly weakly ρ-persistent.

Proof. It is assumed that for any ε∗ > 0, one can find Xε∗

0 ∈ X+ such that

lim sup
t→∞

ρ
(
Φt(Xε∗

0 )
)
≤ ε∗.

Since <0 > 1, then one can find a small enough ε∗0 > 0 such that

1 <

(
Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

ε(t)ϑ(t) dt


∞∫

0

K0(a)ζ(a) +

∞∫
0

K(a, a
′
)ζ(a

′
) da

′

 da.

(3.36)
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In particular, one can find X
ε∗0
2

0 ∈ X+ such that

lim sup
t→∞

ρ

(
Φt(X

ε∗0
2

0 )

)
≤ ε∗0

2
.

One can assume that, for any t ≥ 0, ρ
(

Φt(X
ε∗0
2

0 )

)
≤ ε∗0. It follows from Equation (3.1)1

that

d

dt
S(t) ≥ Λ− ε∗0 − (ν + µ0)S(t) +

t∫
0

α(a)v(a, t) da

= Λ− ε∗0 − (ν + µ0)S(t) +

t∫
0

α(a)ζ(a)v(0, t− a) da

≥ Λ− ε∗0 − (ν + µ0)S(t) + ν

t∫
0

α(a)χ(a)S(t− a) da.

If one applies the Laplace transform L to the above inequality, one obtains

λL{S(t)} − S0 ≥
Λ− ε∗0
λ
− (ν + µ0)L{S(t)}+ νL{α(t)χ(t)}L {S(t)} .

It follows that

L{S(t)} ≥ S0λ+ Λ− ε∗0
λ (λ+ µ0 + ν (1− L{α(t)χ(t)}))

≥ S0λ+ Λ− ε∗0
λ (λ+ µ0 + ν)

=
Λ− ε∗0
ν + µ0

· 1

λ
+

(
S0 −

Λ− ε∗0
ν + µ0

)
1

λ+ ν + µ0

and hence,

S(t) ≥ Λ− ε∗0
ν + µ0

L−1

{
1

λ

}
+

(
S0 −

Λ− ε∗0
ν + µ0

)
L−1

{
1

λ+ ν + µ0

}
=

Λ− ε∗0
ν + µ0

+ e−(ν+µ0)t

(
S0 −

Λ− ε∗0
ν + µ0

)
, for any t ≥ 0.

This yields lim sup
t→∞

S(t) ≥ Λ−ε0
ν+µ0 . It can be assumed that for any t ≥ 0,

S(t) ≥ Λ− ε∗0
ν + µ0

− ε∗0.
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Now, we consider the boundary condition defined by the second equation of (3.2) and

obtain

e(0, t) ≥ S(t)

t∫
0

K0(a)i(a, t) +

t∫
0

K(a, a
′
)i(a

′
, t) da

′

 da

≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) t∫

0

K0(a)i(a, t) da+

t∫
0

K(a, a
′
)i(a

′
, t) da

′
da


≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) t∫

0

K0(a)i(0, t− a)ζ(a) da+

t∫
0

K(a, a
′
)i(0, t− a′)ζ(a

′
) da

′
da


≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) t∫

0

K0(a)ζ(a)

 t−a∫
0

ε(b)ϑ(b)e(0, t− a− b) db

 da

+

t∫
0

t∫
0

K(a, a
′
)ζ(a

′
)

 t−a′∫
0

ε(b
′
)ϑ(b

′
)e(0, t− a′ − b′) db′

 da
′
da

 .

If one applies the Laplace Transform L to the above inequality so that

L{e(0, t)} ≥
(

Λ− ε∗0
ν + µ0

− ε∗0
)(
L{K0(t)ζ(t)}+

1

λ
L{K(·, t)ζ(t)}

)
L{ε(t)ϑ(t)}L {e(0, t)} ,

dividing the above inequality by L{e(0, t)} yields

1 ≥
(

Λ− ε∗0
ν + µ0

− ε∗0
)(
L{K0(t)ζ(t)}+

1

λ
L{K(·, t)ζ(t)}

)
L{ε(t)ϑ(t)}

≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

e−λtε(t)ϑ(t) dt


×

 ∞∫
0

e−λtK0(t)ζ(t) dt+

∞∫
0

e−λt

 t∫
0

K(t, s)ζ(s) ds

 dt


=

(
Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

e−λtε(t)ϑ(t) dt


×

 ∞∫
0

e−λtK0(t)ζ(t) dt+

∞∫
0

t∫
0

e−λtK(t, s)ζ(s) ds dt


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=

(
Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

e−λtε(t)ϑ(t) dt


×
∞∫

0

e−λtK0(t)ζ(t) +

t∫
0

e−λtK(t, s)ζ(s) ds

 dt.

First, if one takes the limit inferior as t→∞ on both sides of the above inequality, one

obtains

1 ≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

e−λtε(t)ϑ(t) dt


×
∞∫

0

e−λtK0(t)ζ(t) + lim inf
t→∞

t∫
0

e−λtK(t, s)ζ(s) ds

 dt

=

(
Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

e−λtε(t)ϑ(t) dt


×
∞∫

0

e−λtK0(t)ζ(t) +

∞∫
0

e−λtK(t, s)ζ(s) ds

 dt.

Next, we take the limit as λ→ 0 of both sides of the above inequality, to obtain

1 ≥
(

Λ− ε∗0
ν + µ0

− ε∗0
) ∞∫

0

ε(t)ϑ(t) dt


×
∞∫

0

K0(t)ζ(t) +

∞∫
0

K(t, s)ζ(s) ds

 dt,

which contradicts the inequality given in (3.36).

Combining the results from Theorems 3.2.5 and 3.3.2 with [66, Theorem 3.2] lead to the

uniform (strong) ρ-persistence such that

Theorem 3.3.3. If <0 > 1, then the semi-flow Φ is uniformly (strongly) ρ-persistent.

Definition 3.3.4. A total trajectory of a continuous semi-flow Φ, defined by (3.4), is a

function X : R→ X+ such that Φt(X(r)) = X(t+ r) for any (t, r) ∈ R+ × R.
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It should be noted that a global attractor will only contain points with total trajectories

through them as it needs to be invariant. So, the α-limit point of a total trajectory X,

passing through X(0) = X0, is given by

α(X0) =
⋂
t≥0

⋃
s≥t

X(s).

A total trajectory X(t) = (S(t), v(·, t), e(·, t), i(·, t), R(t)) satisfies

v(a, r) = νS(r − a)χ(a), (a, r) ∈ R+ × R,

e(a, r) = e(0, r − a)ϑ(a), (a, r) ∈ R+ × R,

i(a, r) = i(0, r − a)ζ(a), (a, r) ∈ R+ × R.

Corollary 3.3.5. Let A and X(t) be, respectively, a global attractor of Φ in X+ and a

total trajectory of Φ in A ∩ X+. If <0 > 1, then there exists ε > 0 such that

S(t), v(0, t), e(0, t), i(0, t), R(t) ≥ ε, for any t ≥ 0. (3.37)

Proof. We consider the boundary condition given by the second equation of (3.2). Using

(3.15) and (ii) of A1, we obtain

e(0, t) ≤ 4‖i(t)‖1S(t) max
{
K̄0, ‖K̄‖1

}
≤ 4

Λ2

µ̃2
max

{
K̄0, ‖K̄‖1

}
=: K̄.

(3.38)

Using the first equality of (3.1), we have

S ′(t) ≥ Λ− (ν − µ0)S(t)

− S(t)

∞∫
0

K0(a)ζ(a)i(0, t− a) +

∞∫
0

K(a, a
′
)ζ(a)i(0, t− a′) da′

 da

≥ Λ− (ν − µ0)S(t)− LK̄S(t)

∞∫
0

K0(a)ζ(a) +

∞∫
0

K(a, a
′
)ζ(a) da

′

 da

≥ Λ−
(
ν + µ0 +

K̄
S0
<0

)
S(t);

that is,

S ′(t) ≥ Λ−
(
ν + µ0 +

K̄
S0
<0

)
S(t).
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This yields

S(t) ≥ ΛS0

(ν + µ0)S0 + K̄
+ e−(ν+µ0+ K̄

S0<0)t
(
S0 −

ΛS0

(ν + µ0)S0 + K̄

)
. (3.39)

Taking lim inf
t→∞

in (3.39) leads to

lim inf
t→∞

S(t) ≥ ΛS0

(ν + µ0)S0 + K̄
=: ε1.

Therefore, S(t) ≥ ε1. It follows that v(0, t) ≥ ε1ν =: ε2.

Now, we consider again the boundary condition given by the second equation of (3.2).

It is easy to see that

e(0, t) = ρ (Φt(X0)) = ρ (X(t))

and hence,

e(0, t) ≥ lim inf
t→∞

ρ (X(t)) .

It follows from Theorem 3.3.3 and Definition 3.3.1, that e(0, t) ≥ ε∗ =: ε3.

Furthermore, if the boundary condition given by the third equation of (3.2) is considered,

one obtains

i(0, t) =

∞∫
0

ϑ(α)ε(α)e(0, t− α) dα ≥ ε3

∞∫
0

ϑ(α)ε(α) dα =: ε4.

Finally, the fifth equation of (3.1) leads to

d

dt
R(t) ≥ ε4

∞∫
0

γ(a)ζ(a) da− µ0R(t)

and hence,

R(t) ≥ ε4
µ0

+ e−µ
0t

R0 −
ε4
µ0

∞∫
0

γ(a)ζ(a) da

 . (3.40)

By taking the limit inferior as t→∞ in (3.40), we obtain

lim inf
t→∞

R(t) ≥ ε4
µ0

∞∫
0

γ(a)ζ(a) da =: ε5,

and, therefore, R(t) ≥ ε5. By choosing ε such that ε = min
i
{εi}, for i ∈ {1, 2, 3, 4, 5}, we

obtain

S(t), v(0, t), e(0, t), i(0, t), R ≥ ε.
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3.4 Stability of equilibria

3.4.1 Local stability of equilibria

The conditions of stability for each equilibrium are derived through linearisation tech-

nique around the equilibrium.

The conditions of stability for the disease-free equilibrium E0 can be investigated through

the following result:

Theorem 3.4.1. If <0 < 1, then E0 is locally asymptotically stable; if <0 > 1, then E0

is unstable.

Proof. To investigate the stability of the disease-free equilibrium E0, we denote by S̃(t),

ṽ(a, t), ẽ(a, t), ĩ(a, t), R̃(t) the perturbations of S(t), v(a, t), e(a, t), i(a, t), R(t), respec-

tively, such that

S̃(t) = S(t)− S0, ṽ(a, t) = v(a, t)− v0(a)

ẽ(a, t) = e(a, t), ĩ(a, t) = i(a, t), R̃(t) = R(t).
(3.41)

The perturbations satisfy the following equations:

d

dt
S̃(t) = −(ν + µ0)S̃(t) +

∞∫
0

α(a)ṽ(a, t) da

− S0

∞∫
0

K0(a)̃i(a, t) +

∞∫
0

K(a, a
′
)̃i(a

′
, t) da

′

 da

∂

∂t
ṽ(a, t) = − ∂

∂a
ṽ(a, t)− η(a)ṽ(a, t) (3.42)

∂

∂t
ẽ(a, t) = − ∂

∂a
ẽ(a, t)− %(a)ṽ(a, t)

∂

∂t
ĩ(a, t) = − ∂

∂a
ĩ(a, t)− σ(a)ṽ(a, t)

d

dt
R̃ =

∞∫
0

γ(a)̃i(a, t) da− µ0R̃,
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after substituting (3.41) into (3.1) and neglecting the terms of order higher or equal to

two, with boundary conditions

ṽ(0, t) = νS̃(t)

ẽ(0, t) = S0

∞∫
0

K0(a)̃i(a, t) +

∞∫
0

K(a, a
′
)̃i(a

′
, t) da

′

 da

ĩ(0, t) =

∞∫
0

ε(a)ẽ(a, t) da,

(3.43)

after substituting (3.41) into (3.2) and neglecting the terms of order higher or equal to

two.

Now, we consider the exponential solutions of system (3.42)-(3.43) of the form

S̃(t) = S̄eλt, ṽ(a, t) = v̄(a)eλt, ẽ(a, t) = ē(a)eλt, ĩ(a, t) = ī(a)eλt, R̃(t) = R̄eλt,

(3.44)

where S̄, v̄(a), ē(a), ī(a), and λ (real or complex number) satisfy the following system

of equations:

λS̄ =− (ν + µ0)S̄ +

∞∫
0

α(a)v̄(a) da

− S0

∞∫
0

K0(a)̄i(a) +

∞∫
0

K(a, a
′
)̄i(a

′
) da

′

 da

λv̄(a) = − d

da
v̄(a)− η(a)v̄(a) (3.45)

λē(a) = − d

da
ē(a)− %(a)v̄(a)

λī(a) = − d

da
ī(a)− σ(a)v̄(a)

λR̄ =

∞∫
0

γ(a)̄i(a) da− µ0R̄,

with boundary conditions

v̄(0) = νS̄

ē(0) = S0

∞∫
0

K0(a)̄i(a) +

∞∫
0

K(a, a
′
)̄i(a

′
) da

′

 da (3.46)
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ĩ(0) =

∞∫
0

ε(a)ē(a) da.

From the second, third and fourth equation of (3.45), we obtain

v̄(a) = v̄(0)e
−λa−

a∫
0

η(s) ds
, ē(a) = ē(0)e

−λa−
a∫
0

%(s) ds
, ī(a) = ī(0)e

−λa−
a∫
0

σ(s) ds
, (3.47)

respectively; where v̄(0), ē(0), and ī(0) are given by (3.46).

Substituting the last equation of (3.47) into the boundary condition given by the second

equation of (3.46) yields the characteristic equation

C0(λ) = 1, (3.48)

where

C0(λ) = S0

 ∞∫
0

ε(a)e
−λa−

a∫
0

%(s) ds
da


×
∞∫

0

K0(a)e
−λa−

a∫
0

σ(s) ds
+

∞∫
0

K(a, a
′
)e
−λa′−

a
′∫

0

%(s) ds
da
′

 da,

and such that C0(0) = <0. It is not difficult to see that d
dλ
C0(λ) = −C0(λ) < 0. Thus,

C0(λ) is a decreasing continuous function of λ which approaches ∞ as λ → −∞ and 0

as λ→∞. Hence, the characteristic equation (3.48) admits a real solution λ∗ such that

λ∗ < 0 whenever C0(0) < 1, and λ∗ > 0 whenever C0(0) > 1.

On the other hand, by assuming a complex solution λ = α + iβ of the characteristic

equation C0(λ) = 1, it can be noted that <
(
eλ
)
≤ e<(λ) is always true. Thus, we clearly

obtain <C0(λ) ≤ C0(<λ). It follows from the characteristic equation C0(λ) = 1 that

<C0(λ) = 1 and =C0(λ) = 0. Therefore, we obtain 1 ≤ C0(<λ), i.e. C0(λ∗) ≤ C0(<λ).

Hence, <λ ≤ λ∗, since C0(λ) is a decreasing function.

It results from the above statements that all eigenvalues of the characteristic equation

C0(λ) = 1 have a negative real part whenever C0(0) < 1, i.e. <0 < 1. Thus, the disease-

free equilibrium E0 is locally asymptotically stable if <0 < 1. Otherwise, C0(0) ≥ 1, i.e.

the unique real solution of the characteristic equation C0(λ) = 1 is positive, and hence,

the disease-free equilibrium E0 is unstable.
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Theorem 3.4.2. If <0 > 1 then, E∗ is locally asymptotically stable.

Proof. Likewise for the disease-free equilibrium, the disease-endemic equilibrium is per-

turbed by letting

S̃(t) = S(t)− S∗, ṽ(a, t) = v(a, t)− v∗(a), ẽ(a, t) = e(a, t)− e∗(a),

ĩ(a, t) = i(a, t)− i∗(a), R̃(t) = R(t)−R∗.
(3.49)

Substituting S(t) = S̃(t) + S∗, v(a, t) = ṽ(a, t) + v∗(a), e(a, t) = ẽ(a, t) + e∗(a), i(a, t) =

ĩ(a, t) + i∗(a), R(t) = R̃(t) +R∗ into (3.1) and neglecting the terms of second order and

above, the perturbations satisfy the following linear system:

d

dt
S̃(t) = −(ν + µ0)S̃(t) +

∞∫
0

α(a)ṽ(a, t) da

− S∗
∞∫

0

K0(a)̃i(a, t) +

∞∫
0

K(a, a
′
)̃i(a

′
, t) da

′

 da

− S̃(t)

∞∫
0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da

∂

∂t
ṽ(a, t) = − ∂

∂a
ṽ(a, t)− η(a)ṽ(a, t) (3.50)

∂

∂t
ẽ(a, t) = − ∂

∂a
ẽ(a, t)− %(a)ṽ(a, t)

∂

∂t
ĩ(a, t) = − ∂

∂a
ĩ(a, t)− σ(a)ṽ(a, t)

d

dt
R̃ =

∞∫
0

γ(a)̃i(a, t) da− µ0R̃,

with boundary conditions

ṽ(0, t) = νS̃(t)

ẽ(0, t) = S∗
∞∫

0

K0(α)̃i(α, t) +

∞∫
0

K(α, α
′
)̃i(α

′
, t) da

′

 dα (3.51)

+ S̃(t)

∞∫
0

K0(α)i∗(α) +

∞∫
0

K(α, α
′
)i∗(α

′
) dα

′

 dα
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ĩ(0, t) =

∞∫
0

ε(α)ẽ(v, t) dα,

after substituting S(t) = S̃(t) + S∗, v(a, t) = ṽ(a, t) + v∗(a), e(a, t) = ẽ(a, t) + e∗(a),

i(a, t) = ĩ(a, t) + i∗(a), R(t) = R̃(t) + R∗ into (3.2) and neglecting the terms of second

order and above.

Now, the exponential solutions of system (3.50)-(3.51) of the form

S̃(t) = S̄eλt, ṽ(a, t) = v̄(a)eλt, ẽ(a, t) = ē(a)eλt, ĩ(a, t) = ī(a)eλt, R̃(t) = R̄eλt,

(3.52)

are considered, where S̄, v̄(a), ē(a), ī(a), and λ (real or complex number) satisfy the

following system of equations:

λS̄ =− (ν + µ0)S̄ +

∞∫
0

α(a)v̄(a) da

− S∗
∞∫

0

K0(a)̄i(a) +

∞∫
0

K(a, a
′
)̄i(a

′
) da

′

 da

− S̄
∞∫

0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da

λv̄(a) = − d

da
v̄(a)− η(a)v̄(a) (3.53)

λē(a) = − d

da
ē(a)− %(a)v̄(a)

λī(a) = − d

da
ī(a)− σ(a)v̄(a)

λR̄ =

∞∫
0

γ(a)̄i(a) da− µ0R̄,

with boundary conditions

v̄(0) = νS̄

ē(0) = S∗
∞∫

0

K0(a)̄i(a) +

∞∫
0

K(a, a
′
)̄i(a

′
) da

′

 da (3.54)

+ S̄

∞∫
0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da
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ĩ(0) =

∞∫
0

ε(a)ē(a) da.

Similar to the process leading to the characteristic equation (3.48), the characteristic

equation at the disease-endemic equilibrium E∗ is given by:

(λ+ µ0 + νAλ)C
∗(λ)−B − (λ+ µ0 + νAλ) = 0, (3.55)

where

C∗(λ) =
C0(λ)

<0

> 0

Aλ = 1−
∞∫

0

α(a)e
−λa−

a∫
0

η(s) ds
da > 0

B =

∞∫
0

K0(a)i∗(a) +

∞∫
0

K(a, a
′
)i∗(a

′
) da

′

 da > 0.

It is sufficient to prove that (3.55) has no root with nonnegative real part. Thus, it is

assumed that (3.55) has a complex root with a nonnegative real part denoted by

λ = α + iβ,

where α ≥ 0 and β 6= 0. It follows from (3.55) that

(α + iβ + µ0 + νAα+iβ)C∗(α + iβ)−B − (α + iβ + µ0 + νAα+iβ) = 0,

where
C∗(α + iβ) =

C0(α + iβ)

<0

> 0

Aα+iβ = 1−
∞∫

0

α(a)e
−αa−

a∫
0

η(s) ds
e−iβa da > 0

B =

∞∫
0

K0(α)i∗(α) +

∞∫
0

K(α, α
′
)i∗(α

′
) dα

′

 dα > 0,

and, hence,

C∗(α + iβ) = <C∗(α + iβ) + =C∗(α + iβ),
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where

<C∗(α + iβ) = 1 +
B

Kαβ

α + µ0 + ν − ν
∞∫

0

α(a)e
−αa−

a∫
0

η(s) ds
cos βa da

 > 1 (3.56)

and

=C∗(α + iβ) = − B

Kαβ

β − ν ∞∫
0

α(a)e
−αa−

a∫
0

η(s) ds
sin βa da

 < 0,

with

Kαβ =

α + µ0 + ν − ν
∞∫

0

α(a)e
−αa−

a∫
0

η(s) ds
cos βa da

2

+

β − ν ∞∫
0

α(a)e
−αa−

a∫
0

η(s) ds
sin βa da

2

> 0.

Since <C∗(α + iβ) ≤ C∗(α) is always true and C∗(α) ≤ C∗(0) = 1 (C∗ is a decreasing

function of λ), thus <C∗(α + iβ) ≤ 1.

Therefore, the latter statement contradicts (3.56).

3.4.2 Global stability of equilibria

To investigate the global asymptotic stability of equilibria of system (3.1), the suitable

Volterra-type Lyapunov functions of the form

G(X) = X − 1− lnX, X > 0, (3.57)

is used.

The following results are stated:

Theorem 3.4.3. The disease-free equilibrium E0 of (3.1) is globally asymptotically sta-

ble if <0 ≤ 1.

Proof. A Lyapunov function L0 of the form

L0(t) = L0
1(t) + L0

2(t) + L0
2(t) + L0

4(t) + L0
5(t)
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is considered, where

L0
1(t) = S0G

(
S(t)

S0

)
, L0

2(t) =

∞∫
0

v0(a)G

(
v(a, t)

v0(a)

)
da

L0
3(t) =

∞∫
0

ϕ(a)e(a, t) da, L0
4(t) =

∞∫
0

ω(a)i(a, t) da, L0
5(t) = C0R(t).

The functions ϕ and ω are nonnegative and should be chosen suitably and carefully. L̇0
i ,

i = 1, . . . , 5, denote the derivatives of L0
i with respect to t along the solution to (3.1)

and are given by

L̇0
1(·) = (ν + µ0)S0

(
2− S0

S
− S

S0

)
+

(
1− S0

S

) ∞∫
0

α(a)v(a, ·)
(

1− v0(a)

v(a, ·)

)
da,

+ S0

∞∫
0

K0(a)i(a, ·) +

∞∫
0

K(a, a
′
)i(a

′
, ·) da′

 da− e(0, ·)

L̇0
2(·) = − lim

a→∞
v(a, ·) + ν

(
S − S0 lnS

)
+ νS0(1− ln ν)

−
∞∫

0

η(a)
(
v(a, ·)− v0(a) ln v(a, ·)

)
da (3.58)

L̇0
3(·) = − lim

a→∞
ϕ(a)e(a, ·) + ϕ(0)e(0, ·) +

∞∫
0

(ϕ̇(a)− %(a)ϕ(a)) e(a, ·) da,

L̇0
4(·) = − lim

a→∞
ω(a)i(a, ·) + ω(0)i(0, ·) +

∞∫
0

(ω̇(a)− σ(a)ω(a)) i(a, ·) da,

L̇0
5(·) = C0

∞∫
0

γ(a)i(a, ·) da− C0µ0R.

Therefore,

L̇0(·) = (ν + µ0)S0

(
2− S0

S
− S

S0

)
+ (ϕ(0)− 1) e(0, ·) + ν(S − S0 lnS)

+ νS0(1− ln ν)−
(

1− S0

S

) ∞∫
0

α(a)v0(a) da− C0

µ0R +

∞∫
0

γ(a)i(a, ·) da

 ,

− S0

S

∞∫
0

α(a)v(a, ·) da+

∞∫
0

α(a)v(a, ·) da−
∞∫

0

η(a)
(
v(a, ·)− v0(a) ln v(a, ·)

)
da
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+

∞∫
0

ω′(a)− ω(a)σ(a) + S0K0(a) + S0

∞∫
0

K(a, a
′
)i(a

′
, ·)

i(a, ·)

 i(a, ·) da

+

∞∫
0

(
ϕ
′
(a)− %(a)ϕ(a) + ω(0)ε(a)

)
e(a, ·) da,

i.e.,

L̇0(·) =(ν + µ0)S0

(
2− S0

S
− S

S0

)
+ (ϕ(0)− 1) e(0, ·) + ν(S − S0 lnS)

+ νS0(1− ln ν)−
(

1− S0

S

) ∞∫
0

α(a)v0(a) da

− C0

µ0R−
∞∫

0

γ(a)i(a, ·) da

− S0

S

∞∫
0

α(a)v(a, ·) da (3.59)

+

∞∫
0

α(a)v(a, ·) da−
∞∫

0

η(a)
(
v(a, ·)− v0(a) ln v(a, ·)

)
da

+

∞∫
0

ω′(a)− σ(a)ω(a) + S0K0(a) + S0

∞∫
0

K(a, a
′
)e
−
a
′∫
a
σ(s) ds

da
′

 i(a, ·) da

+

∞∫
0

(
ϕ
′
(a)− %(a)ϕ(a) + ω(0)ε(a)

)
e(a, ·) da,

after choosing a and a′ such that

i(a
′
, t)

ζ(a′)
=
i(a, t)

ζ(a)
.

It should be noted that

ν(S − S0 lnS) + νS0(1− ln ν)−
(

1− S0

S

) ∞∫
0

α(a)v0(a) da = −νS0(1 + ln νS)

+
1

S

[
νS2 +

(
2νS0 + (Λ− (ν + µ0)S0)

)
S − (Λ− (ν + µ0)S0)S0

]
,

after using
∞∫

0

α(a)v0(a) da = −Λ + (ν + µ0)S0. Thus, Equation (3.59) becomes

L̇0(·) = (ν + µ0)S0

(
2− S0

S
− S

S0

)
+ (ϕ(0)− 1) e(0, ·)
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− C0

µ0R−
∞∫

0

γ(a)i(a, ·) da

− νS0(1 + ln νS)

+
1

S

[
νS2 +

(
2νS0 + (Λ− (ν + µ0)S0)

)
S − (Λ− (ν + µ0)S0)S0

]
− S0

S

∞∫
0

α(a)v(a, ·) da−
∞∫

0

(
(η(a)− α(a))v(a, ·)− η(a)v0(a) ln v(a, ·)

)
da (3.60)

+

∞∫
0

ω′(a)− σ(a)ω(a) + S0K0(a) + S0

∞∫
0

K(a, a
′
)e
−
a
′∫
a
σ(s) ds

da
′

 i(a, ·) da

+

∞∫
0

(
ϕ
′
(a)− %(a)ϕ(a) + ω(0)ε(a)

)
e(a, ·) da.

Using assumption A2, we demonstrate that

µ0R(t)−
∞∫

0

γ(a)i(a, t) da ≥ µ0R(t)− γ̄
∞∫

0

i(a, t) da ≥ µ0R(t)− γ0I(t) > 0, (3.61)

where

I(t) =

∞∫
0

i(a, ·) da.

Using assumption A3, we obtain
∞∫

0

(
(η(a)− α(a))v(a, ·)− η(a)v0(a) ln v(a, ·)

)
da

>

∞∫
0

(
η(a)(1− v0(a))− α(a)

)
v(a, ·) da

>

∞∫
0

(
η(a)(1− νS0)− α(a)

)
v(a, ·) da

>

∞∫
0

η(a)

1− Λ

1−
∞∫

0

α(a)e
−
a∫
0

η(s) ds
da

−1− α(a)

 v(a, ·) da > 0.

(3.62)

Next, functions ω and ϕ are chosen such that

ω(a) = S0

∞∫
0

K0(u) +

∞∫
0

K(u, a
′
)e
−
a
′∫
u
σ(s) ds

da
′

 e
−
u∫
a
σ(s) ds

du (3.63)
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and

ϕ(a) = ω(0)

∞∫
0

ε(u)e
−
u∫
a
%(s) ds

du. (3.64)

It follows from (3.63) and (3.64) that ϕ(0) = <0 and

ω(0) = S0

∞∫
0

K0(u)e
−
u∫
0

σ(s) ds
+

∞∫
0

K(u, a
′
)e
−
a
′∫

0

σ(s) ds
da
′

 du.

Moreover, by differentiation of (3.63) and (3.64) with respect to age a, we obtain

ω
′
(a)− σ(a)ω(a) + S0K0(a) + S0

∞∫
0

K(a, a
′
)e
−
a
′∫
a
σ(s) ds

da
′
= 0

and

ϕ
′
(a)− %(a)ϕ(a) + ω(0)ε(a),

respectively. Therefore, (3.60) is reduced to

L̇0(·) = −(ν + µ0)

S

(
S − S0

)2
+ (<0 − 1) e(0, ·)

− C0

µ0R−
∞∫

0

γ(a)i(a, ·) da

− νS0(1 + ln νS)

+
1

S

[
νS2 +

(
2νS0 + (Λ− (ν + µ0)S0)

)
S − (Λ− (ν + µ0)S0)S0

]
(3.65)

− S0

S

∞∫
0

α(a)v(a, ·) da−
∞∫

0

(
(η(a)− α(a))v(a, ·)− η(a)v0(a) ln v(a, ·)

)
da.

We denote

F (S) = νS2 +
(
2νS0 + (Λ− (ν + µ0)S0)

)
S − (Λ− (ν + µ0)S0)S0. (3.66)

Since
Λ

µ0 + ν
< S0 <

Λ

µ0 − ν
,

it is easy to check that F (S) has two negative (real) roots. Moreover, F (S) > 0 for every

S ≥ 0. Therefore, the sign of L̇0(·) will be determined by the sign of

F (0)− (ν + µ0)(S(t)− S0)2 = −ΛS0 − (ν + µ0)S(t)(S(t)− 2S0).

Thus, three cases occur as follows:
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Case 1: S(t) > 2S0. It is easy to see that F (0)− (ν + µ0)(S(t)− S0)2 < 0 and, therefore,

L̇0(t) ≤ 0 if <0 ≤ 1.

Case 2: S(t) = 2S0. For this value of S(t), we have F (0)−(ν+µ0)(S(t)−S0)2 = −ΛS0 < 0

and, therefore, L̇0(t) ≤ 0 if <0 ≤ 1.

Case 3: 0 < S(t) < 2S0. For such values of S(t) we have F (0) − (ν + µ0)(S(t) − S0)2 =

−(Λ− 2(ν + µ0)S(t))S0 − (ν + µ0)S2. Since 2−1(ν + µ0)−1Λ < 2S0, it follows that

F (0) − (ν + µ0)(S(t) − S0)2 < 0 for any 0 < S(t) < 2−1(ν + µ0)−1Λ. Therefore,

L̇0(t) ≤ 0 if <0 ≤ 1.

It results from the above that the derivative of L0(t) along the solutions of Equation

(3.1) is L̇0(t) ≤ 0. If S(t) = S0, v(a, t) = v0(a), and e(a, t) = i(a, t) = R(t) = 0 are

simultaneously satisfied with <0 = 1, then L̇0(t) = 0 holds. Moreover, it can be veri-

fied
{

(S, v, e, i, R) : L̇0(t) = 0
}

= {E0}. Therefore, it results from Lasalle’s Invariance

Theorem [13, p. 200] that E0 is globally asymptotically stable, if <0 ≤ 1.

Theorem 3.4.4. The endemic equilibrium E∗ of (3.1) is globally asymptotically stable

on the set, if <0 > 1.

Proof. To prove the above result, a Lyapunov function of the form given below is con-

sidered:

L∗(t) = L∗1(t) + L∗2(t) + L∗3(t) + L∗4(t) + L∗5(t),

where

L∗1(t) = S∗G

(
S(t)

S∗

)
, L∗2(t) =

∞∫
0

v∗(a)G

(
v(a, t)

v∗(a)

)
da, L∗3(t) =

∞∫
0

e∗(a)G

(
e(a, t)

e∗(a)

)
da

L∗4(t) =

∞∫
0

i∗(a)G

(
i(a, t)

i∗(a)

)
da, L∗5(t) = R∗G

(
R(t)

R∗

)
,

with G(X) = X − lnX − 1, for X positive.
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Thus, we have

L̇∗1(·) =

(
1− S∗

S

)Λ− (ν + µ0)S +

∞∫
0

α(a)v(a, ·) da

−S
∞∫

0

K0(a)i(a, ·) +

∞∫
0

K(a
′
, a)i(a

′
, ·) da′

 da


Using Equations (3.23), (3.30) and (3.31) together with the first equation of (3.24), we

obtain

L̇∗1(·) =
Λ

<0

(
2− S∗

S
− S

S∗

)
+

(
2− S∗

S
− S

S∗

) ∞∫
0

α(a)v∗(a) da

+

(
1− S∗

S

)− ∞∫
0

α(a)v∗(a) da+

∞∫
0

α(a)v(a, ·) da

−S
∞∫

0

K0(a)i(a, ·) +

∞∫
0

K(a
′
, a)i(a

′
, ·) da′

 da

−S∗
∞∫

0

K0(a)i∗(a) +

∞∫
0

K(a
′
, a)i∗(a

′
) da

′

 da

 .
Some terms are carefully added and subtracted to the above expression, and the group

of terms identified in the form given by G(X) = X − 1− lnX. We obtain

L̇∗1(·) =
Λ

<0

(
2− S∗

S
− S

S∗

)
−
∞∫

0

α(a)v∗(a)

[
G

(
S∗v(a, ·)
Sv∗(a)

)

−G
(
S∗

S

)
−G

(
v(a, ·)
v∗(a)

)]
da− 2G

(
S∗

S

) ∞∫
0

α(a)v∗(a) da

− S∗
∞∫

0

K0(a)i∗(a)

[
G

(
Si(a, ·)
S∗i∗(a)

)
−G

(
i(a, ·)
i∗(a)

)]
da

− S∗
∞∫

0

∞∫
0

K(a
′
, a)i∗(a

′
)

[
G

(
Si(a

′
, ·)

S∗i∗(a′)

)
−G

(
i(a

′
, ·)

i∗(a′

)]
da
′
da.

(3.67)

By differentiating L∗2 with respect to t, we obtain

L̇∗2(·) = −
∞∫

0

(
1− v∗(a)

v(a, ·)

)(
∂

∂t
v(a, ·) + η(a)v(a, ·)

)
da. (3.68)
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Since

v∗(a)
∂

∂t
G

(
v(a, ·)
v∗(a)

)
=

(
1− v∗(a)

v(a, ·)

)(
∂

∂t
v(a, ·) + η(a)v(a, ·)

)
thus, Equation (3.68) yields

L̇∗2(·) = −
∞∫

0

v∗(a)
∂

∂t
G

(
v(a, ·)
v∗(a)

)
da. (3.69)

Using the second equation of (3.24) after integrating by part, we obtain

L̇∗2(·) = v∗(0)G

(
S

S∗

)
−
∞∫

0

η(a)v∗(a)G

(
v(a, ·)
v∗(a)

)
da. (3.70)

Moreover, the following equation

v∗(0)G

(
S

S∗

)
= v∗(0)

∞∫
0

η(a)e
−
∞∫
0

η(s) ds
G

(
S

S∗

)
da =

∞∫
0

η(a)v∗(a)G

(
S

S∗

)
da, (3.71)

yields

L̇∗2(·) = −
∞∫

0

η(a)v∗(a)

[
G

(
v(a, ·)
v∗(a)

)
−G

(
S

S∗

)]
da. (3.72)

Similar to L∗2, from L∗3 and L∗4 we obtain

L̇∗3(·) = −
∞∫

0

%(a)e∗(a)

[
G

(
e(a, ·)
e∗(a)

)
−G

(
e(0, ·)
e∗(0)

)]
da (3.73)

and

L̇∗4(·) =−
∞∫

0

σ(a)i∗(a)

[
G

(
i(a, ·)
i∗(a)

)
−G

(
i(0, ·)
i∗(0)

)]
da, (3.74)

respectively, using the fifth equation of (3.24), L∗5 leads to

L̇∗5(·) =µ0R∗
(

2− R

R∗
− R∗

R

)
−
∞∫

0

γ(a)i∗(a)

[
G

(
R∗i(a, ·)
Ri∗(a)

)
−G

(
R∗

R

)
−G

(
i(a, ·)
i∗(a)

)]
da.

(3.75)

By combining (3.67), (3.72), (3.73), (3.74), and (3.75), we obtain

L̇∗(·) =
Λ

<0

(
2− S∗

S
− S

S∗

)
−
∞∫

0

α(a)v∗(a)

[
G

(
S∗v(a, ·)
Sv∗(a)

)
−G

(
S∗

S

)
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−G
(
v(a, ·)
v∗(a)

)]
da− 2G

(
S∗

S

) ∞∫
0

α(a)v∗(a) da

− S∗
∞∫

0

K0(a)i∗(a)

[
G

(
Si(a, ·)
S∗i∗(a)

)
−G

(
i(a, ·)
i∗(a)

)]
da

− S∗
∞∫

0

∞∫
0

K(a
′
, a)i∗(a

′
)

[
G

(
Si(a

′
, ·)

S∗i∗(a′)

)
−G

(
i(a

′
, ·)

i∗(a′

)]
da
′
da

+G

(
S

S∗

) ∞∫
0

η(a)v∗(a) da−
∞∫

0

η(a)v∗(a)G

(
v(a, ·)
v∗(a)

)
da

−
∞∫

0

%(a)e∗(a)

[
G

(
e(a, ·)
e∗(a)

)
−G

(
e(0, ·)
e∗(0)

)]
da

−
∞∫

0

σ(a)i∗(a)

[
G

(
i(a, ·)
i∗(a)

)
−G

(
i(0, ·)
i∗(0)

)]
daµ0R∗

(
2− R

R∗
− R∗

R

)

−
∞∫

0

γ(a)i∗(a)

[
G

(
R∗i(a, ·)
Ri∗(a)

)
−G

(
R∗

R

)
−G

(
i(a, ·)
i∗(a)

)]
da.

This yields

L̇∗(·) =
Λ

<0

(
2− S∗

S
− S

S∗

)
−
∞∫

0

α(a)v∗(a)

[
G

(
S∗v(a, ·)
Sv∗(a)

)
−G

(
S∗

S

)
−G

(
v(a, ·)
v∗(a)

)]
da

− S∗
∞∫

0

K0(a)i∗(a)

[
G

(
Si(a, ·)
S∗i∗(a)

)
−G

(
S

S∗

)
−G

(
i(a, ·)
i∗(a)

)]
da

− S∗
∞∫

0

∞∫
0

K(a
′
, a)i∗(a

′
)

[
G

(
Si(a

′
, ·)

S∗i∗(a′)

)
−G

(
S

S∗

)
−G

(
i(a

′
, ·)

i∗(a′

)]
da
′
da

− 2G

(
S∗

S

) ∞∫
0

α(a)v∗(a) da−
∞∫

0

η(a)v∗(a)G

(
v(a, ·)
v∗(a)

)
da

−

S∗ ∞∫
0

K0(a)i∗(a) +

∞∫
0

K(a
′
, a)i∗(a

′
) da

′

 da−
∞∫

0

η(a)v∗(a) da

G( S

S∗

)
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−
∞∫

0

%(a)e∗(a)G

(
e∗(0)e(a, ·)
e(0, t)e∗(a)

)
da−

∞∫
0

σ(a)i∗(a)G

(
i∗(0)i(a, ·)
i(0, t)i∗(a)

)
da

−
∞∫

0

%(a)e∗(a)

(
1− e∗(0)

e(0, ·)

)(
e(a, ·)
e∗(a)

− e(0, ·)
e∗(0)

)
da

−
∞∫

0

σ(a)i∗(a)

(
1− i∗(0)

i(0, ·)

)(
i(a, ·)
i∗(a)

− i(0, ·)
i∗(0)

)
da+ µ0R∗

(
2− R

R∗
− R∗

R

)

−
∞∫

0

γ(a)i∗(a)

[
G

(
R∗i(a, ·)
Ri∗(a)

)
−G

(
R∗

R

)
−G

(
i(a, ·)
i∗(a)

)]
da.

Since

S∗
∞∫

0

K0(a)i∗(a) +

∞∫
0

K(a
′
, a)i∗(a

′
) da

′

 da = 1,

∞∫
0

η(a)e
−
∞∫
0

η(s) ds
da = 1,

thus,

L̇∗(·) =
Λ

<0

(
2− S∗

S
− S

S∗

)
−
∞∫

0

α(a)v∗(a)

[
G

(
S∗v(a, ·)
Sv∗(a)

)
−G

(
S∗

S

)
−G

(
v(a, ·)
v∗(a)

)]
da

− S∗
∞∫

0

K0(a)i∗(a)

[
G

(
Si(a, ·)
S∗i∗(a)

)
−G

(
S

S∗

)
−G

(
i(a, ·)
i∗(a)

)]
da

− S∗
∞∫

0

∞∫
0

K(a
′
, a)i∗(a

′
)

[
G

(
Si(a

′
, ·)

S∗i∗(a′)

)
−G

(
S

S∗

)
−G

(
i(a

′
, ·)

i∗(a′

)]
da
′
da

− 2G

(
S∗

S

) ∞∫
0

α(a)v∗(a) da−
∞∫

0

η(a)v∗(a)G

(
v(a, ·)
v∗(a)

)
da (3.76)

− (1− νS∗)G
(
S

S∗

)
−
∞∫

0

%(a)e∗(a)G

(
e∗(0)e(a, ·)
e(0, t)e∗(a)

)
da

−
∞∫

0

%(a)e∗(a)

(
1− e∗(0)

e(0, ·)

)(
e(a, ·)
e∗(a)

− e(0, ·)
e∗(0)

)
da
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−
∞∫

0

σ(a)i∗(a)G

(
i∗(0)i(a, ·)
i(0, t)i∗(a)

)
da+ µ0R∗

(
2− R

R∗
− R∗

R

)

−
∞∫

0

σ(a)i∗(a)

(
1− i∗(0)

i(0, ·)

)(
i(a, ·)
i∗(a)

− i(0, ·)
i∗(0)

)
da

−
∞∫

0

γ(a)i∗(a)

[
G

(
R∗i(a, ·)
Ri∗(a)

)
−G

(
R∗

R

)
−G

(
i(a, ·)
i∗(a)

)]
da.

Using assumption A3, it is easy to see that Λ < 1−
∞∫

0

α(a)e
−
a∫
0

η(s) ds
da. Hence,

S0

<0

<
1

ν

for <0 > 1; i.e., 1− νS∗ > 0 for <0 > 1. Moreover,

• G
(
S∗v(a, ·)
Sv∗(a)

)
−G

(
S∗

S

)
−G

(
v(a, ·)
v∗(a)

)
=

(
1− S∗

S

)(
1− v(a, ·)

v∗(a)

)
> 0

⇔
(
S

S∗
< 1 and

v(a, ·)
v∗(a)

> 1

)
or
(
S

S∗
> 1 and

v(a, ·)
v∗(a)

< 1

)
;

• G
(
Si(a, ·)
S∗i∗(a)

)
−G

(
S

S∗

)
−G

(
i(a, ·)
i∗(a)

)
=

(
1− S

S∗

)(
1− i(a, ·)

i∗(a)

)
> 0

⇔
(
S

S∗
> 1 and

i(a, ·)
i∗(a)

> 1

)
or
(
S

S∗
< 1 and

i(a, ·)
i∗(a)

< 1

)
;

•
(

1− e∗(a)

e(0, ·)

)(
e(a, ·)
e∗(a)

− e(0, ·)
e∗(0)

)
> 0

⇔
(
e(a, ·)
e∗(a)

<
e(0, ·)
e∗(0)

< 1

)
or
(
e(a, ·)
e∗(a)

>
e(0, ·)
e∗(0)

> 1

)
;

•
(

1− i∗(a)

i(0, ·)

)(
i(a, ·)
i∗(a)

− i(0, ·)
i∗(0)

)
> 0

⇔
(
i(a, ·)
i∗(a)

<
i(0, ·)
i∗(0)

< 1

)
or
(
i(a, ·)
i∗(a)

>
i(0, ·)
i∗(0)

> 1

)
;

• G
(
R∗i(a, ·)
Ri∗(a)

)
−G

(
R∗

R

)
−G

(
i(a, ·)
i∗(a)

)
=

(
1− R∗

R

)(
1− i(a, ·)

i∗(a)

)
> 0

⇔
(
R

R∗
< 1 and

i(a, ·)
i∗(a)

> 1

)
or
(
R

R∗
> 1 and

i(a, ·)
i∗(a)

< 1

)
.

Therefore, we obtain

L̇∗(t) < 0, (3.77)

in the following cases:
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(i) S
S∗
< 1, v(a,·)

v∗(a)
> 1, e(a,·)

e∗(a)
> e(0,·)

e∗(0)
> 1, i(a,·)

i∗(a)
< i(0,·)

i∗(0)
< 1, and R

R∗
> 1;

(ii) S
S∗
< 1, v(a,·)

v∗(a)
> 1, e(a,·)

e∗(a)
< e(0,·)

e∗(0)
< 1, i(a,·)

i∗(a)
< i(0,·)

i∗(0)
< 1, and R

R∗
> 1;

(iii) S
S∗
> 1, v(a,·)

v∗(a)
< 1, e(a,·)

e∗(a)
> e(0,·)

e∗(0)
> 1, i(a,·)

i∗(a)
> i(0,·)

i∗(0)
> 1, and R

R∗
< 1;

(iv) S
S∗
> 1, v(a,·)

v∗(a)
< 1, e(a,·)

e∗(a)
< e(0,·)

e∗(0)
< 1, i(a,·)

i∗(a)
> i(0,·)

i∗(0)
> 1, and R

R∗
< 1.

From (3.77), we say that the derivative of L∗(t) along the solutions of Equation (3.1)

is L̇∗(t) < 0. If S(t) = S∗, v(a, t) = v∗(a), e(a, t) = e∗(a), i(a, t) = i∗(a), R(t) =

R∗ are simultaneously satisfied, then we obtain L̇∗(t) = 0 from (3.76). Moreover, it

can be verified
{

(S, v, e, i, R) : L̇∗(t) = 0
}

= {E∗}. Therefore, it results from Lasalle’s

Invariance Theorem [13, p. 200] that E∗ is globally asymptotically stable, if <0 > 1.

The results from Theorems 3.4.3 and 3.4.4 show that there is a threshold parameter,

referred to as the basic reproduction number and denoted by <0, that is essential in the

stability analysis of the global behaviour of the system defined by (3.1). Moreover, such

a parameter can play a crucial role in the implementation of human vaccination policies.

As seen in the following equation:

∂<0

∂ν
= − Λ(1− P )

(µ0 + ν(1− P ))2

∞∫
0

K0(a)ζ(a) +

∞∫
0

K(a, a
′
)ζ(a

′
) da

′

 da < 0,

the rise in rate of vaccination of (infant) susceptible individuals against an SEIR infection

can reduce the spread of the infection and assist in the elaboration of policies to reduce

and prevent the spread of the infection.



Chapter 4

Coagulation-fragmentation models

using the monotone method

4.1 Introduction

Coagulation-fragmentation equations describe the dynamics of particles enlargement un-

der the combined effect of aggregation and breakage. These phenomena occur in chem-

ical engineering and natural sciences such as in rock fracture, droplet break-up, evolu-

tion of phytoplankton aggregate, polymerization and depolymerization. During the last

decades, many investigations have been conducted on coagulation, fragmentation and

both coagulation-fragmentation processes with growth (see for example [4, 6, 8, 14, 15,

16, 17, 39, 52, 64, 78] and the references therein). Many of these investigations dealt

with the well-posedness of the dynamical system governing the evolution of the system of

particles (see for example [5, 6, 17, 18, 39, 52]). In the literature, three common methods

are generally employed to established the well-posedness of the model. The first method

is based on the semigroup theory. It is elegant and one of the most used in applied

sciences (see for example [14, 15, 16, 17, 18, 39, 44, 45, 52]). The second method is the

well-known characteristics method, which has also been used extensively to determine

the existence and uniqueness of solutions (see [21] and references therein). The third

approach is the finite difference approximation technique. This technique is useful in the

57
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context of classical conservation laws (see [23]) and is very effective in the investigation

of the physical properties and asymptotic behaviour of solutions.

Ackleh in [1, 2, 3, 4, 5, 7, 8, 9] used the monotone method to investigate coagulation

equations with growth without fragmentation. In this approach, monotone sequences

of upper-lower solutions are constructed to prove the existence and uniqueness of the

solution using the comparison principle. To the best of our knowledge, the monotone

method has not been developed for coagulation-fragmentation equations. The main

purpose of this study is to undertake such a task in order to establish the well-posedness

of this evolution problem.

In Section 4.2, a non-autonomous coagulation-fragmentation model was analysed in the

Banach space X1 = L1((0, T ) × (x0,∞), x dx). Subsequently, in Section 4.3, a non-

autonomous coagulation-fragmentation with growth was considered in the Banach space

X0 = L1((0, T )× (x0,∞), dx).

4.2 Coagulation-fragmentation model

In this section, coagulation-fragmentation processes are first described and assumptions

considered. Next, upper and lower solutions are defined and the comparison princi-

ple proved. Finally, the local existence and uniqueness of the solution of the model is

established and show that this solution is also global.

4.2.1 Description of the model

Denoting the particle mass distribution x at time t by u(t, x), the coagulation- fragmen-

tation process is derived by the following nonlinear non-autonomous integro-differential

equation:

∂tu(t, x) + α(t, x)u(t, x) = +

∫ ∞
x+x0

β(x|y)α(t, y)u(t, y)dy

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u(t, y)u(t, x− y)dy (4.1)
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− u(t, x)

∫ ∞
x0

κ(x, y)u(t, y)dy,

for (t, x) ∈ (0, T )× (x0,∞), subject to the initial condition

u(0, x) = u0(x), for x ∈ [x0,∞), (4.2)

where the characteristic function χ
I

(I = [2x0,∞)) guarantees no particle of mass less

than 2x0 (x0 > 0) can emerge as a result of coagulation. In equation (4.1), the coeffi-

cient α(t, x), denotes the fragmentation rate of particle masses x at time t, and β(x|y)

represents the mass distribution of daughter particles of mass x after fragmentation of

an aggregate of size y. The function κ(x, y) is said to be the rate at which an aggregate

of size x fuses with the one of size y.

In equation (4.1), the meaning the terms are given as, from left to the right, the diminu-

tion of amount of particles in the size range (x;x + dx) as a result of splitting, the

augmentation of amount of particles of size x as the result of splitting of larger ones, the

increase in the amount of particles of size x ≥ 2x0 caused by coalescence of aggregates of

size x− y and y (x0 ≤ y ≤ x− x0), where the factor 1/2 means that either an aggregate

of size y sticks to the one of size x − y or vice versa. The last term represents loss of

particles of size x due to fusion with particles of size y, (y ≥ x0).

We base our analysis on the following hypotheses:

(A1) β(x|y) ≥ 0 is a continuous function on (x0,∞)×(x0,∞) with ‖β‖∞ <∞; β(x|y) =

0 for x+ x0 > y and
∫ y−x0

x0

β(x|y)dx = y for every y > 2x0;

(A2) α(t, x) ∈ L∞([0, T ]× (x0,∞)). Particle sizes below 2x0 do not split since the least

possible particle size is x0. Hence, we suppose that 0 = α(t, x) for 2x0 > x;

(A3) κ(x, y) ≥ 0 in L∞((x0,∞) × (x0,∞)), where ‖κ‖∞ := ess sup{κ(x, y); (x, y) ∈
(x0,∞)× (x0,∞)};

(A4) u0(x) ≥ 0 on [x0,∞) and u0(x) ∈ L1((x0,∞)) ∩ L∞((x0,∞)).

For simplicity, let DT = (0, T )× (x0,∞) and C1
0,r(DT ) = {ψ ∈ C1(DT ) : ∃xψ ∈ (x0,∞)

such that ψ ≡ 0 for x ≥ xψ}.
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4.2.2 Comparison principle

The definition of the solution of (4.1)-(4.2) is given as follows:

Definition 4.2.1. u(t, x) is called a solution of (4.1)-(4.2) on DT if all the following

hold:

1. u ∈ X1 = L1(DT , x dx).

2. u(x, 0) = u0(x) a.e. in (x0,∞).

3. For each t ∈ (0, T ) and every nonnegative ξ(t, x) ∈ C1
0,r(DT ),

∫ ∞
x0

xu(t, x)ξ(t, x) dx =

∫ ∞
x0

xu(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xu(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

u(s, y)α(s, y)

∫ y−x0

x0

xβ(x|y)ξ(s, x) dx dy ds

+

∫ ∞
x0

∫ t

0

xξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)α(s, x)u(s, x) ds dx

(4.3)

where

(Fu)(t, x) =
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u(t, x− y)u(t, y) dy. (4.4)

Let a pair of lower and upper solutions of the model (4.1)-(4.2) be defined as follows.

Definition 4.2.2. Given a pair (u, u), the functions u(t, x) and u(t, x) are said to be a

lower and an upper solution to (4.1)-(4.2) on DT , respectively, if:

1. u, u ∈ X1 = L1(DT , xdx).
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2. u(0, x) ≥ u0(x) ≥ u(0, x) a.e. in (x0,∞).

3. For each t ∈ (0, T ) and every nonnegative ξ(t, x) ∈ C1
0,r(DT ),∫ ∞

x0

xu(t, x)ξ(t, x) dx ≤
∫ ∞
x0

xu(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xu(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

u(s, y)α(s, y)

∫ y−x0

x0

xβ(x|y)ξ(s, x) dx dy ds

+

∫ ∞
x0

∫ t

0

xξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)α(s, x)u(s, x) ds dx.

(4.5)

∫ ∞
x0

xu(t, x)ξ(t, x) dx ≥
∫ ∞
x0

xu(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xu(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

u(s, y)α(s, y)

∫ y−x0

x0

xβ(x|y)ξ(s, x) dx dy ds (4.6)

+

∫ ∞
x0

∫ t

0

xξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)α(s, x)u(s, x) ds dx

Based on Definition 4.2.2, the comparison principle is stated and proved as follows:

Theorem 4.2.3. Let assumptions (A1) − (A4) hold. If u and u are nonnegative lower

and upper solutions of the model (4.1)-(4.2), respectively; then, u ≤ u a.e. in DT .

Proof. A negative function v is considered such that v = u − u and ξ is chosen so that

ξ ∈ C1
0,r((0, T )× (x0, n)), n ∈ N∗, with C1

0,r((0, T )× (x0, n)) = {ψ ∈ C1((0, T )× (x0, n)) :
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∃xψ ∈ (x0, n) so that 0 ≡ ψ for xψ ≤ x}. Thus, v satisfies

0 ≥ v(0, x) = −(u(0, x)− u(0, x)) a.e. in [x0,∞) (4.7)

and

∫ ∞
x0

xv(t, x)ξ(t, x) dx ≤
∫ ∞
x0

xv(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xv(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

xξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

xξ(s, x) [(Fu)(s, x)− (Fu)(s, x)] ds dx (4.8)

+

∫ ∞
x0

∫ t

0

xξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)v(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)α(s, x)v(s, x) ds dx.

Upon manipulation,

∫ ∞
x0

∫ t

0

xξ(s, x) [(Fu)(s, x)− (Fu)(s, x)] ds dx

=
1

2

∫ ∞
x0

∫ t

0

xξ(s, x)χ
I
(x)

∫ x−x0

x0

κ(x− y, y) [u(s, x− y)v(s, y)

+v(s, x− y)u(s, y)] dy ds dx

(4.9)

is obtained.

It follows that

∫ ∞
x0

∫ t

0

xξ(s, x) [(Fu)(s, x)− (Fu)(s, x)] ds dx

=
1

2

∫ t

0

∫ ∞
x0

v(s, y)

∫ ∞
y+x0

xξ(s, x)χ
I
(x)κ(x− y, y)u(s, x− y) dx dy ds
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+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
y+x0

xξ(s, x)χ
I
(x)κ(x− y, y)v(s, x− y) dx dy ds (4.10)

=

∫ t

0

∫ ∞
x0

1

2
v(s, y)

∫ ∞
x0

(y + z)ξ(s, y + z)χ
I
(y + z)κ(z, y)u(s, z) dz dy ds

+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
x0

(y + z)ξ(s, y + z)χ
I
(y + z)κ(z, y)v(s, z) dz dy ds.

Let ξ(t, x) = eλtζ(t, x), where ζ ∈ C1
0,r((0, T ) × (x0, n)) and a positive λ is picked such

that λ− α(t, x)−
∫ ∞
x0

u(s, y)κ(x, y) dy ≥ 0 on DT . Then,

eλt
∫ ∞
x0

xv(t, x)ζ(t, x) dx

≤
∫ ∞
x0

xv(0, x)ζ(0, x)dx+

∫ ∞
x0

∫ t

0

xv(s, x)eλsζs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

xeλsζ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

xv(s, x)eλsζ(s, x)

(
λ− α(s, x)−

∫ ∞
x0

κ(x, y)u(s, y) dy

)
ds dx (4.11)

+
1

2

∫ t

0

∫ ∞
x0

v(s, y)

∫ ∞
x0

(y + z)eλsζ(s, y + z)χ
I
(y + z)κ(z, y)u(s, z) dz dy ds

+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
x0

(y + z)eλsζ(s, y + z)χ
I
(y + z)κ(z, y)v(s, z) dz dy ds

+

∫ ∞
x0

∫ t

0

xeλsζ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy ds dx

is obtained.

A backward problem is formulated as follows:

0 = ζs(s, x), 0 < s < t, x0 < x < n

0 = ζ(s, n), 0 < s < t

χ1(x) = ζ(t, x), x0 ≤ x ≤ n.

(4.12)

Here, χ1 ∈ C∞0 ((x0, n)), 0 ≤ χ1 ≤ 1.

The existence of ζ ∈ C1
0,r((0, T ) × (x0, n)) follows from the fact that by the variable



CHAPTER 4. MONOTONE METHOD 64

change ι = t− s, the above problem (4.12) can be written into

ζι(ι, x) =0, 0 < s < t, x0 < x < n

ζ(ι, n) =0, 0 < s < t

ζ(0, x) =χ1(x), n ≥ x ≥ x0.

(4.13)

From (4.13), 0 ≤ ζ ≤ 1 on (0, T )× (x0, n) is obtained.

Thereafter, ζ is substituted into (4.11) to obtain

∫ n

0

xv(t, x)χ1(x)dx ≤
∫ ∞
x0

xv(0, x)+ dx

+

∫ t

0

∫ ∞
2x0

xα(s, x)v(s, x)+ dx ds

+ ν

∫ t

0

∫ ∞
x0

xv(s, x)+ dx ds

(4.14)

where

ν = sup
DT

[(
λ− α(s, x)−

∫ ∞
x0

κ(x, y)u(t, y) dy

)
+

1

2

∫ ∞
x0

χ
I
(x+ z)κ(z, x)u(t, z) dz

+
3

2
‖κ‖∞

∫ ∞
x0

(1 + χ
I
(x+ y))u(t, y) dy

]
and

v(s, x)+ = sup
DT

{v(s, x), 0} .

From the initial data for v in (4.7),

∫ n

x0

xv(t, x)χ1(x)dx ≤
∫ t

0

∫ ∞
2x0

xα(s, x)v(s, x)+ dx ds+ ν

∫ t

0

∫ ∞
x0

xv(s, x)+ dx ds,

is thus, found.
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From the assumption (A2), α(t, x) = 0 for x < 2x0 is obtained, and then

∫ n

x0

xv(t, x)χ1(x)dx ≤
∫ t

0

∫ ∞
x0

(α(s, x) + ν)xv(s, x)+ dx ds.

Since this inequality holds for every χ1, a sequence {χ1
κ} can be chosen on (0, n) con-

verging to

χ1 =

 1 if v(t, x) > 0

0 otherwise.

Therefore,

∫ n

x0

xv(t, x)+dx ≤
∫ t

0

∫ ∞
x0

(α(s, x) + ν)xv(s, x)+ dx ds

is obtained, where ν does not depend on n. As n→∞, one obtains

∫ ∞
x0

xv(t, x)+dx ≤
∫ t

0

∫ ∞
x0

(α(s, x) + ν)xv(s, x)+ dx ds.

From assumption (A2), there is a positive constant η so that

∫ ∞
x0

xv(t, x)+dx ≤ (ν + η)

∫ t

0

∫ ∞
x0

xv(s, x)+ dx ds. (4.15)

From Theorem 2.1.1, one obtains

∫ ∞
x0

xv(t, x)+dx = 0.

It then follows that v ≤ 0 a.e. in DT . Thus, the proof is completed.

Remark 4.1. From the proof of Theorem 4.2.3, it follows that for any v ∈ L1(DT , xdx),

if v(0, x) ≤ 0 a.e. in (x0,∞), and the following inequality holds for every nonnegative
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ξ ∈ C1
0,r(DT ):

∫ ∞
x0

xv(t, x)ξ(t, x) dx ≤
∫ ∞
x0

xv(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xv(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

xξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

xξ(s, x)A(s, x)v(s, x) ds dx

+

∫ ∞
x0

∫ t

0

xv(s, x)

∫ ∞
x0

ξ(s, x+ y)B(s, x, y) dy ds dx

(4.16)

where B ≥ 0, A ∈ L∞(DT ) and
∫∞
x0
B(t, x, y) dy ∈ L∞(DT ), then v(t, x) ≤ 0 a.e. in DT .

This result is used later in Section 4.3.

Corollary 4.2.4. Let the assumption (A1)−(A4) hold and u and u be nonnegative lower

and upper solutions to (4.1)-(4.2), respectively. If u is the solution to (4.1)-(4.2), then

u ≥ u ≥ u a.e. in DT .

Proof. It is first claimed that u ≥ 0, since if v = −u, v satisfies (4.16) with A(t, x) =

−α(t, x) −
∫∞
x0
κ(x, y)u(t, y) dy, and B(t, x, y) = 1

2
χ
I
(x + y)κ(x, y) u(t, y). Then, let

v = u− u. Since −u(t, x)

∫ ∞
x0

κ(x, y)u(t, y) dy ≤ 0 and u satisfies

∫ ∞
x0

xu(t, x)ξ(t, x) dx ≥
∫ ∞
x0

xu(0, x)ξ(0, x)dx

+

∫ ∞
x0

∫ t

0

xu(s, x)ξs(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)u(s, y)

∫ y−x0

x0

xξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

xξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

xξ(s, x)α(s, x)u(s, x) ds dx

one can see that v satisfies (4.16) with A(t, x) = −α(t, x), and
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B(t, x, y) =
1

2
χ
I
(x+ y)[κ(x, y)u(t, y) + κ(x, y)u(t, y)],

which shows u ≤ u. Now, let v = u− u. Since

∫ ∞
x0

κ(x, y)u(t, y)u(t, x)dy ≤
∫ ∞
x0

κ(x, y)u(t, y)u(t, x)dy,

v satisfies (4.16) with

A(t, x) = −α(t, x)−
∫ ∞
x0

κ(x, y)u(t, y) dy,

and

B(t, x, y) =
1

2
χ
I
(x+ y)[κ(x, y)u(t, y) + κ(x, y)u(t, y)],

hence, u ≤ u. Thus, the proof is completed.

4.2.3 Analysis of the problem

In this section, two monotone sequences of upper and lower solutions are constructed to

show their convergence to the unique global solution.

Suppose that u0(t, x) and u0(t, x) are a pair of lower and upper solutions of (4.1)-(4.2)

and are continuously differentiable in t. Under the hypothesis (A2), a positive constant

M can be chosen such that

M − α(t, x)−
∫ ∞
x0

κ(x, y)u(t, y) dy ≥ 0 for (t, x) ∈ DT

and u0(t, x) ≤ u(t, x) ≤ u0(t, x). Thus, two sequences {uk}∞k=0 and {uk}∞k=0 can be set

up as follows:

For k = 1, 2, ..., let uk and uk satisfy the equation
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ukt = −α(t, x)uk−1 +

∫ ∞
x+x0

α(t, y)β(x|y)uk−1(t, y)dy −M(uk − uk−1)

+ Fuk−1 − uk−1

∫ ∞
x0

κ(x, y)uk−1(t, y) dy on DT (4.17)

u(0, x) = u0(x) in [0,∞)

and

ukt = −α(t, x)uk−1 +

∫ ∞
x+x0

α(t, y)β(x|y)uk−1(t, y)dy −M(uk − uk−1)

+ Fuk−1 − uk−1

∫ ∞
x0

κ(x, y)uk−1(t, y) dy on DT

u(0, x) = u0(x) in [0,∞).

(4.18)

The existence of solutions to problems (4.17) and (4.18) follows from the fact that (4.17)

and (4.18) are both linear problems with initial conditions. It is first shown that u0 ≤
u1 ≤ u1 ≤ u0. Let v(t, x) = u0 − u1. Then, v satisfies (4.16) with A(t, x) = −M , and

B(t, x, y) = 0. Thus, from Remark 4.1 v ≤ 0, u0 ≤ u1 is obtained. Similarly, u1 ≤ u0 is

obtained.

Then, let v(t, x) = u1 − u0. Since u0 ≤ u1 and u1 ≤ u0, v satisfies (4.16) with

A(t, x) = −α(t, x)−
∫ ∞
x0

κ(x, y)u0(t, y) dy,

and

B(t, x, y) =
1

2
χ
I
(x+ y)κ(x, y)[u1(t, y) + u0(t, y)].

Hence, u1 ≤ u0. Likewise, it is clearly seen that u1 ≥ u0.

Thus, u1 and u1 are claimed as lower and upper solutions to (4.1)-(4.2), respectively.

Since u0 ≤ u1 and u1 ≤ u0, on the one hand, the right-hand side of the equation in

(4.17) satisfies
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− α(t, x)u0 +

∫ ∞
x+x0

α(t, y)β(x|y)u0(t, y)dy −M(u1 − u0)

+ Fu0 − u0

∫ ∞
x0

κ(x, y)u0(t, y) dy

=

∫ ∞
x+x0

α(t, y)u0(t, y)β(x|y)dy −Mu1

+

(
M − α(t, x)−

∫ ∞
x0

κ(x, y)u0(t, y) dy

)
u0

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u0(t, x− y)u0(t, y)dy

≤
∫ ∞
x+x0

α(t, y)u1(t, y)β(x|y)dy −Mu1

+

(
M − α(t, x)−

∫ ∞
x0

κ(x, y)u1(t, y) dy

)
u1

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u1(t, x− y)u1(t, y)dy

= −α(t, x)u1 +

∫ ∞
x+x0

α(t, y)β(x|y)u1(t, y)dy

+ Fu1 − u1

∫ ∞
x0

κ(x, y)u1(t, y) dy.

In (4.18), the right-hand side satisfies

− α(t, x)u0 +

∫ ∞
x+x0

α(t, y)β(x|y)u0(t, y)dy −M(u1 − u0)

+ Fu0 − u0

∫ ∞
x0

κ(x, y)u0(t, y) dy

=

∫ ∞
x+x0

α(t, y)u0(t, y)β(x|y)dy −Mu1

+

(
M − α(t, x)−

∫ ∞
x0

κ(x, y)u0(t, y) dy

)
u0

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u0(t, x− y)u0(t, y)dy

≥
∫ ∞
x+x0

α(t, y)u1(t, y)β(x|y)dy −Mu1

+

(
M − α(t, x)−

∫ ∞
x0

κ(x, y)u1(t, y) dy

)
u1

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u1(t, x− y)u1(t, y)dy
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= −α(t, x)u1 +

∫ ∞
x+x0

α(t, y)β(x|y)u1(t, y)dy

+ Fu1 − u1

∫ ∞
x0

κ(x, y)u1(t, y) dy.

It is then assumed that for some k > 1, uk and uk are a lower solution and an upper

solution of (4.1)-(4.2), respectively. Proceeding analogously, it can be shown that uk ≤
uk+1 ≤ uk+1 ≤ uk and that uk+1 and uk+1 are also a lower solution and an upper solution

of (4.1)-(4.2), respectively. Hence, by induction, two monotone sequences are obtained

that satisfy

u0 ≤ u1 ≤ · · · ≤ uk ≤ uk ≤ · · · ≤ u1 ≤ u0 a.e. in DT

for each k = 0, 1, 2, · · · . The monotonicity of the sequences {uk}k and {uk}k yields the

existence of u and u so that uk and uk converge pointwise to u and u in DT , respectively.

Furthermore, u ≤ u a.e. in DT .

Next, we want to prove that u = u. For this, a function v is considered such that

v = u − u. As proven earlier, u ≤ u, thus, v(t, x) ≥ 0 and v(0, x) = 0. In (4.8), let

ξ(t, x) = ξ(x), where ξ(x) ≡ 1 for x0 ≤ x ≤ n, ξ(x) ≡ 0 for n + 2 ≤ x < ∞, and

−1 ≤ ξ′ ≤ 0 for n ≤ x ≤ n+ 2, one obtains

∫ n

x0

xv(t, x) dx ≤
∫ t

0

∫ ∞
x0

x [(Fu)(s, x)− (Fu)(s, x)] dx ds

+

∫ t

0

∫ ∞
x0

xu(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy dx ds

≤ ν̃

∫ t

0

∫ ∞
x0

xv(s, x) dx ds

(4.19)

where

ν̃ = sup
DT

[
1

2

∫ ∞
x0

χ
I
(x+ z)κ(z, x)u(t, z) dz

+
3

2
‖κ‖∞

∫ ∞
x0

(1 + χ
I
(x+ y))u(t, y) dy

]
,

ν̃ does not depend on n. As n→∞, one obtains
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∫ ∞
x0

xv(t, x) dx ≤
∫ t

0

∫ ∞
x0

ν̃xv(s, x) dx ds.

Hence, from the Theorem 2.1.1, one obtains v(t, x) = 0, that is, u = u. Let u = u = u,

it follows that u is a solution to (4.1)-(4.2).

To establish the uniqueness of u, it is assumed that w is another solution of (4.1)-(4.2).

Since for each k, uk and uk are lower and upper solutions to (4.1)-(4.2), respectively, by

Corollary 4.2.4, uk ≤ w ≤ uk, implies u ≡ w, after taking the limit as k →∞.

From the above, the following result is stated:

Theorem 4.2.5. Let assumptions (A1) − (A4) hold. If u0(t, x) and u0(t, x) are non-

negative lower and upper solutions to (4.1)-(4.2), respectively, then there are convergent

and monotone sequences
{
uk(t, x)

}
and

{
uk(t, x)

}
such that lim

k→∞
uk(t, x) = u(t, x) =

lim
k→∞

uk(t, x), where u is the unique solution to (4.1)-(4.2).

Next, we want to show that the function u as defined in Theorem 4.2.5, has the following

property:

Theorem 4.2.6. Let assumptions (A1) − (A4) hold. Then, P (t) =

∫ ∞
x0

xu(t, x)dx is

continuous in the existence interval, where u(t, x) is the solution to (4.1)-(4.2).

Proof. From assumptions (A1) − (A4), to establish that P (t) is continuous over [0, T ],

one only needs to show that the following equation is satisfied:

∫ ∞
x0

xu(t, x) dx =

∫ ∞
x0

xu(0, x)dx+

∫ ∞
x0

∫ t

0

x(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

xu(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx.

(4.20)

For this purpose, we pick ξ(t, x) = ξ(x), where 1 ≡ ξ(x) for n ≥ x ≥ x0, 0 ≡ ξ(x) for

n+ 2 ≤ x <∞, and 0 ≥ ξ′ ≥ −1 for n+ 2 ≥ x ≥ n. From Definition 4.2.1, one obtains

∣∣∣∣∫ ∞
x0

xu(t, x) dx−
∫ ∞
x0

xu(0, x)dx−
∫ ∞
x0

∫ t

0

x(Fu)(s, x) ds dx
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+

∫ ∞
x0

∫ t

0

xu(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

∣∣∣∣
=

∣∣∣∣∫ ∞
n

x[u(t, x)− u(0, x)][1− ξ(x)] dx

−
∫ ∞
n

∫ t

0

x(Fu)(s, x)[1− ξ(x)] ds dx

+

∫ ∞
n

∫ t

0

xu(s, x)[1− ξ(x)]

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

∣∣∣∣
≤

(
2 +

3

2
‖κ‖∞ sup

[0,T ]

‖ u(t, ·) ‖1

)
sup
[0,T ]

∫ ∞
n

xu(t, x) dx.

Since u ∈ L1(DT , x dx), sup
[0,T ]

∫ ∞
n

xu(t, x) dx→ 0 as n→∞, thus, leading to (4.20).

The previous result yields the following on global existence:

Theorem 4.2.7. Let assumptions (A1)− (A4) hold. Then, the solution u(t, x) of (4.1)-

(4.2) exists, for t ≥ 0, and is unique.

Proof. From Definition 4.2.1, it suffices to prove that P (t) is global with respect to time

t. To this end, we consider (4.20) and find

P (t) = P (0)− 1

2

∫ ∞
x0

∫ t

0

xu(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

≤ δ

∫ t

0

P (r)dr + P (0),

where δ = 0. One then obtains

P (t) ≤ P (0).

Thus, the proof is completed.

The convergence of the constructed sequences to the unique global solutions of (4.1)-

(4.2) has been shown. The next section focuses on the scenario where the growth term

is involved in the current model.
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4.3 Coagulation-fragmentation model with growth

In this section, the same method as in Section 4.2 is followed in order to establish the

well-posedness of a nonlinear non-autonomous coagulation-fragmentation equation with

growth in the space X0 = L1(DT , dx).

4.3.1 Preliminaries

The following coagulation-fragmentation model with growth is considered:

∂tu(t, x) + ∂x(u(t, x)τ(t, x)) + µ(t, x)u(t, x) = −α(t, x)u(t, x)

+

∫ ∞
x+x0

α(t, y)u(t, y)β(x|y) dy

+
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u(t, x− y)u(t, y) dy

− u(t, x)

∫ ∞
x0

κ(x, y)u(t, y) dy, (t, x) ∈ (0, T )× (x0,∞)

(4.21)

subject to the boundary condition

τ(t, x0)u(t, x0) =

∫ ∞
x0

γ(t, y)u(t, y) dy, t ∈ [0, T ), (4.22)

and the initial condition

u(0, x) = u0(x), x ∈ [x0,∞). (4.23)

The function τ(t, x), in equation (4.21), denotes the growth rate of a particle of size x

at time t as a result of splitting within it, and the coefficient µ(t, x) is the sinking rate

of the clusters of size x at time t. In equation (4.22), the function γ(t, x) accounts for

the amount of particles that separate an aggregate of size x and integrate the single cell

population.

The remaining parameters and terms have the same meaning as in Section 4.2.1.

The same assumptions (A2)− (A4) as in Section 4.2.1 are considered and make further

assumptions on the current parameters.
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(A5) µ(t, x) ∈ C([0, T ]× [x0,+∞)) where ‖µ‖∞ <∞.

(A6) 0 ≤ β(x|y) ∈ C((x0,∞) × (x0,∞)) with ‖β‖∞ < ∞; β(x|y) = 0 for y < x + x0.

Furthermore, the number of daughter particles are considered to be bounded i.e.

sup
2x0<y

n(y) = M <∞, M ∈ R+ where n(y) = sup
2x0<y

∫ y−x0

x0

β(x|y) dx.

(A7) τ(t, x) ∈ C1((0, T ) × (x0,∞)) where ‖τx‖∞ < ∞. In addition, τ(t, x) > 0 for

(t, x) ∈ [0, T ]× [x0,∞] and lim
x→∞

τ(t, x) = 0 for t ∈ [0, T ].

(A8) 0 ≤ γ(t, y) ∈ C([0, T ]× (x0,∞)) where ‖γ‖∞ <∞.

A similar notation for DT and C1
0,r(DT ) as in Section 4.2.1 is used. The definition of the

solution of problem (4.21)-(4.23) is introduced as follows:

Definition 4.3.1. u(t, x) is called a solution of (4.21)-(4.23) on DT if all the following

hold:

1. u ∈ X0 = L1(DT , dx).

2. u(x, 0) = u0(x) a.e. in (x0,∞).

3. For every t ∈ (0, T ) and every nonnegative ξ(t, x) ∈ C1
0,r(DT ),

∫ ∞
x0

ξ(t, x)u(t, x) dx =

∫ ∞
x0

ξ(0, x)u(0, x) dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

γ(s, x)u(s, x) dx

+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]u(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

u(s, y)α(s, y)

∫ y−x0

x0

β(x|y)ξ(s, x) dx dy ds

+

∫ ∞
x0

∫ t

0

ξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)µ(s, x)u(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)α(s, x)u(s, x) ds dx

(4.24)
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where

(Fv)(t, x) =
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)v(t, x− y)v(t, y) dy. (4.25)

The following definition is required to establish the comparison principle:

Definition 4.3.2. Given a pair (u, u), the functions u(t, x) and u(t, x) are said to be

lower and upper solutions to (4.21)-(4.23) on DT , respectively, if:

1. u, u ∈ X0 = L1(DT , dx).

2. u(0, x) ≤ u0(x) ≤ u(0, x) a.e. in (x0,∞).

3. For any t ∈ (0, T ) and any nonnegative ξ(t, x) ∈ C1
0,r(DT ),

∫ ∞
x0

ξ(t, x)u(t, x) dx ≤
∫ ∞
x0

ξ(0, x)u(0, x) dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

γ(s, x)u(s, x) dx

+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]u(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)u(s, y)

∫ y−x0

x0

ξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

ξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)µ(s, x)u(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)α(s, x)u(s, x) ds dx.

(4.26)
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∫ ∞
x0

ξ(t, x)u(t, x) dx ≥
∫ ∞
x0

ξ(0, x)u(0, x) dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

γ(s, x)u(s, x) dx

+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]u(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)u(s, y)

∫ y−x0

x0

ξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

ξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)µ(s, x)u(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)α(s, x)u(s, x) ds dx

(4.27)

Based on Definition 4.3.2, the following result referred to as comparison principle is

stated and proved.

Theorem 4.3.3. Let assumptions (A2) − (A8) hold. If u and u are lower and upper

solutions to (4.21)-(4.23), respectively, then, u ≤ u in DT .

Proof. A negative function v is considered such that v = u − u and ξ chosen so that

ξ ∈ C1
0,r((0, T )×(x0, n)), n ∈ N∗, where C1

0,r((0, T )×(x0, n)) = {ψ ∈ C1((0, T )×(x0, n)) :

∃xψ ∈ (x0, n) so that 0 ≡ ψ for xψ ≤ x}. Thus, v satisfies

0 ≥ v(0, x) = −(u(0, x)− u(0, x)) a.e. in [x0,∞) (4.28)

and

∫ ∞
x0

v(t, x)ξ(t, x) dx ≤
∫ ∞
x0

v(0, x)ξ(0, x) dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

γ(s, x)v(s, x) dx
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+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]v(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

ξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

ξ(s, x) [(Fu)(s, x)− (Fu)(s, x)] ds dx (4.29)

−
∫ ∞
x0

∫ t

0

ξ(s, x)v(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

+

∫ ∞
x0

∫ t

0

ξ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)µ(s, x)v(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)α(s, x)v(s, x) ds dx.

Upon manipulation, one obtains

∫ ∞
x0

∫ t

0

ξ(s, x) [(Fu)(s, x)− (Fu)(s, x)] ds dx

=
1

2

∫ ∞
x0

∫ t

0

ξ(s, x)χ
I
(x)

∫ x−x0

x0

κ(x− y, y) [u(s, x− y)v(s, y)

+v(s, x− y)u(s, y)] dy ds dx

=
1

2

∫ t

0

∫ ∞
x0

v(s, y)

∫ ∞
y+x0

ξ(s, x)χ
I
(x)κ(x− y, y)u(s, x− y) dx dy ds (4.30)

+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
y+x0

ξ(s, x)χ
I
(x)κ(x− y, y)v(s, x− y) dx dy ds

=
1

2

∫ t

0

∫ ∞
x0

v(s, y)

∫ ∞
x0

ξ(s, y + z)χ
I
(y + z)κ(z, y)u(s, z) dz dy ds

+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
x0

ξ(s, y + z)χ
I
(y + z)κ(z, y)v(s, z) dz dy ds.

Let ξ(t, x) = eλtζ(t, x), where ζ ∈ C1
0,r((0, T ) × (x0, n)) and a positive λ is picked such

that

λ− µ(t, x)− α(t, x)−
∫ ∞
x0

u(s, y)κ(x, y) dy ≥ 0 on DT .

Then, one finds
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eλt
∫ ∞
x0

ζ(t, x)v(t, x) dx

≤
∫ ∞
x0

ζ(0, x)v(0, x)dx+

∫ t

0

eλsζ(s, x0)

∫ ∞
x0

γ(s, x)v(s, x) dx

+

∫ ∞
x0

∫ t

0

eλs[ζs(s, x) + τ(s, x)ζx(s, x)]v(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

eλsζ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

v(s, x)eλsζ(s, x)× (4.31)(
λ− µ(s, x)− α(s, x)−

∫ ∞
x0

κ(x, y)u(s, y) dy

)
ds dx

+
1

2

∫ t

0

∫ ∞
x0

v(s, y)

∫ ∞
x0

eλsζ(s, y + z)χ
I
(y + z)κ(z, y)u(s, z) dz dy ds

+
1

2

∫ t

0

∫ ∞
x0

u(s, y)

∫ ∞
x0

eλsζ(s, y + z)χ
I
(z + y)v(s, z)κ(z, y) dz dy ds

+

∫ ∞
x0

∫ t

0

eλsζ(s, x)u(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy ds dx.

A backward problem is formulated as follows:

0 = ζs + τζs, 0 < s < t, 0 < x < n

0 = ζ(s, n), 0 < s < t

χ1(x) = ζ(t, x), 0 ≤ x ≤ n,

(4.32)

where χ1 ∈ C∞1 (DT ) and 0 ≤ χ1 ≤ 1.

The existence of ζ such that ζ ∈ C1
0,r((0, T )× (x0, n)) follows from the fact that by the

change of variable ι = t− s, the above system (4.32) can be rewritten as:

0 = ζι − τζs, 0 < ι < t, 0 < x < n

0 = ζ(ι, n), 0 < ι < t

χ1(x) = ζ(ι, x), 0 ≤ x ≤ n.

(4.33)

From (4.33), one has 0 ≤ ζ ≤ 1 on (0, T )× (0, n).
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Thereafter, such a ζ is substituted in (4.31) to obtain

∫ n

0

χ1(x)v(t, x)dx

≤ ν

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds+

∫ ∞
x0

v(0, x)+ dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

e−λ(t−s)ζ(s, x)β(x|y) dx dy ds

(4.34)

where

ν = sup
DT

[
γ(s, x) +

(
λ− µ(t, x)− α(t, x)−

∫ ∞
x0

κ(x, y)u(s, y) dy

)
+

1

2

∫ ∞
x0

χ
I
(x+ z)κ(z, x)u(t, z) dz

+
3

2
‖κ‖∞

∫ ∞
x0

(1 + χ
I
(x+ y))u(t, y) dy

]
and

v(s, x)+ = sup
DT

{v(s, x), 0} .

From (4.25), one obtains

∫ n

x0

χ1(x)v(t, x) dx ≤
∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)+

∫ y−x0

x0

β(x|y) dx dy ds

+ ν

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds.

From assumption (A6), one has

sup
2x0<y

n(y) = M <∞

and then,

∫ n

x0

v(t, x)χ1(x)dx ≤
∫ t

0

∫ ∞
2x0

Mα(s, x)v(s, x)+ dx ds

+ ν

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds.
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From assumption (A2), α(t, x) = 0 for x < 2x0 and there is a positive constant η such

that ‖α‖∞ ≤ η. Thus,

∫ n

x0

v(t, x)χ1(x)dx ≤ (ν +Mη)

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds.

Since this inequality holds for every χ1, one can choose a sequence {χ1k} on (0, n)

converging to

χ1 =

 1 if v(t, x) > 0

0 otherwise.

Therefore, one finds

∫ n

x0

v(t, x)+dx ≤ (ν +Mη)

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds,

where ν does not depend on n. As n→∞, one obtains

∫ ∞
x0

v(t, x)+dx ≤ (ν +Mη)

∫ t

0

∫ ∞
x0

v(s, x)+ dx ds.

From Theorem 2.1.1, implies

∫ ∞
x0

v(t, x)+dx = 0.

Remark 4.2. It follows from the proof of Theorem 4.3.3 that, for every v ∈ L1(DT , dx),

if v(0, x) ≤ 0 a.e. in (x0,∞), and the following inequality holds for any nonnegative

ξ ∈ C1
0,r(DT ):

∫ ∞
x0

v(t, x)ξ(t, x) dx ≤
∫ ∞
x0

v(0, x)ξ(0, x)dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

A(s, x)v(s, x) dx ds
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+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]v(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)v(s, y)

∫ y−x0

x0

ξ(s, x)β(x|y) dx dy ds (4.35)

+

∫ ∞
x0

∫ t

0

ξ(s, x)B(s, x)v(s, x) ds dx

+

∫ ∞
x0

∫ t

0

v(s, x)

∫ ∞
x0

ξ(s, x+ y)C(s, x, y) dy ds dx

where 0 ≤ A,C, A,B ∈ L∞(DT ) and
∫ ∞
x0

C(t, x, y) dy ∈ L∞(DT ), thus v(t, x) ≤ 0 a.e.

in DT . This result is used later in Section 4.3.2.

Corollary 4.3.4. Let assumptions (A2)− (A8) hold and u and u be, respectively, non-

negative upper and lower solutions to (4.21)-(4.23). If u is the solution to (4.21)-(4.23),

then,

u ≥ u ≥ u a.e. in DT .

Proof. First, it is assumed that 0 ≤ u, as if v = −u, then, v satisfies (4.35) with

A(t, x) = γ(t, x),

B(t, x, y) = −µ(t, x)− α(t, x)−
∫ ∞
x0

κ(x, y)u(t, y) dy

and

C(t, x, y) =
1

2
χ
I
(x+ y)κ(x, y)u(t, y).

Then, let v = u− u. Since

−u(t, x)

∫ ∞
x0

κ(x, y)u(t, y) dy ≤ 0

and u satisfies



CHAPTER 4. MONOTONE METHOD 82

∫ ∞
x0

xu(t, x)ξ(t, x) dx ≥
∫ ∞
x0

xu(0, x)ξ(0, x)dx

+

∫ t

0

ξ(s, x0)

∫ ∞
x0

γ(s, x)u(s, x) dx ds

+

∫ ∞
x0

∫ t

0

[ξs(s, x) + τ(s, x)ξx(s, x)]u(s, x) ds dx

+

∫ t

0

∫ ∞
2x0

α(s, y)u(s, y)

∫ y−x0

x0

ξ(s, x)β(x|y) dx dy ds

+

∫ ∞
x0

∫ t

0

ξ(s, x)(Fu)(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)µ(s, x)u(s, x) ds dx

−
∫ ∞
x0

∫ t

0

ξ(s, x)α(s, x)u(s, x) ds dx.

One can see that v satisfies (4.35) with

A(t, x) = γ(t, x),

B(t, x) = −µ(t, x)− α(t, x),

and

C(t, x, y) =
1

2
χ
I
(x+ y)[κ(x, y)u(t, y) + κ(x, y)u(t, y)],

which shows u ≤ u. Now let v = u− u.

Since

∫ ∞
x0

κ(x, y)u(t, y)u(t, x)dy ≤
∫ ∞
x0

κ(x, y)u(t, yu(t, x))dy,

v satisfies (4.35) with

A(t, x) = γ(t, x),
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B(t, x, y) = −µ(t, x)− α(t, x)−
∫ ∞
x0

κ(x, y)u(t, y) dy,

and

C(t, x, y) =
1

2
χ
I
(x+ y)[κ(x, y)u(t, y) + κ(x, y)u(t, y)],

hence, u ≤ u. Thus, the proof is completed.

4.3.2 Existence and uniqueness of the solution

Suppose that u0(t, x) and u0(t, x) are a pair of upper and lower solutions to (4.21)-(4.23),

respectively, under hypotheses (A5) and (A6), one can select M > 0 so that

M − α(t, x)− µ(t, x)−
∫ ∞
x0

κ(x, y)u(t, y) dy ≥ 0 for (t, x) ∈ DT

and

u0(t, x) ≤ u(t, x) ≤ u0(t, x).

Two sequences {uk}∞k=0 and {uk}∞k=0 are then set up as follows:

For k = 1, 2, ..., let uk and uk satisfy the system

ukt + (τuk)x = −µ(t, x)uk−1 − α(t, x)uk−1

+

∫ ∞
x+x0

α(t, y)β(x|y)uk−1(t, y)dy −M(uk − uk−1)

+ Fuk−1 − uk−1

∫ ∞
x0

κ(x, y)uk−1(t, y) dy on DT

τ(t, x0)uk(t, x0) =

∫ ∞
x0

uk−1(t, y)γ(t, y) dy on (0, T )

u(0, x) = u0(x), x ≥ 0

(4.36)

and

ukt + (τuk)x = −µ(t, x)uk−1 − α(t, x)uk−1
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+

∫ ∞
x+x0

α(t, y)β(x|y)uk−1(t, y)dy −M(uk − uk−1)

+ Fuk−1 − uk−1

∫ ∞
x0

κ(x, y)uk−1(t, y) dy on DT (4.37)

τ(t, x0)uk(t, x0) =

∫ ∞
x0

uk−1(t, y)γ(t, y) dy on (0, T )

u(0, x) = u0(x), x ≥ 0.

The existence of solutions to problems (4.36) and (4.37) follows from the fact that (4.36)

and (4.37) are both linear problems with local boundary conditions. It is first shown

that

u0 ≤ u1 ≤ u1 ≤ u0.

Let v(t, x) = u0 − u1. Then, v satisfies (4.35) with A(t, x) = 0, B(t, x) = −M , and

C(t, x, y) = 0.

Thus, from Remark 4.2 v ≤ 0, u0 ≤ u1 is obtained. Similarly, it can be proved that

u1 ≤ u0.

Then, let v(t, x) = u1 − u0. Since u0 ≤ u1 and u1 ≤ u0, v satisfies (4.35) with

A(t, x) = 0,

B(t, x) = −µ(t, x)− α(t, x)−
∫ ∞
x0

κ(x, y)u0(t, y) dy,

and

C(t, x, y) =
1

2
χ
I
(x+ y)[κ(x, y)u1(t, y) + κ(x, y)u0(t, y)].

Hence, u1 ≤ u0. Likewise, it is easily seen that u0 ≤ u1.

Next, it is claimed that u1 and u1 are upper and lower solutions to (4.21)-(4.23), respec-

tively. Since u0 ≤ u1 and u1 ≤ u0, on the one hand, the right-hand side of the equation

in (4.36) satisfies
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− µ(t, x)u0 − u0α(t, x) +

∫ ∞
x+x0

β(x|y)α(t, y)u0(t, y)dy

−M(u1 − u0) + Fu0 − u0

∫ ∞
x0

κ(x, y)u0(t, y) dy

=

∫ ∞
x+x0

α(t, y)u0(t, y)β(x|y)dy

+

(
M − µ(t, x)− α(t, x)−

∫ ∞
x0

u0(t, y)κ(x, y) dy

)
u0

−Mu1 +
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u0(t, y)u0(t, x− y)dy

≤
∫ ∞
x+x0

α(t, y)u1(t, y)β(x|y)dy

+

(
M − µ(t, x)− α(t, x)−

∫ ∞
x0

κ(x, y)u1(t, y) dy

)
u1

−Mu1 +
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u1(t, x− y)u1(t, y)dy

= −µ(t, x)u1 − α(t, x)u1 +

∫ ∞
x+x0

α(t, y)u1(t, y)β(x|y)dy

+ Fu1 − u1

∫ ∞
x0

u1(t, y)κ(x, y) dy.

In (4.37), the right hand side satisfies

− µ(t, x)u0 − α(t, x)u0 +

∫ ∞
x+x0

α(t, y)β(x|y)u0(t, y)dy

−M(u1 − u0) + Fu0 − u0

∫ ∞
x0

κ(x, y)u0(t, y) dy

=

∫ ∞
x+x0

α(t, y)u0(t, y)β(x|y)dy

+

(
M − µ(t, x)− α(t, x)−

∫ ∞
x0

u0(t, y)κ(x, y) dy

)
u0

−Mu1 +
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u0(t, y)u0(t, x− y)dy

≥
∫ ∞
x+x0

β(x|y)α(t, y)u1(t, y)dy

+

(
M − µ(t, x)− α(t, x)−

∫ ∞
x0

κ(x, y)u1(t, y) dy

)
u1
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−Mu1 +
χ
I
(x)

2

∫ x−x0

x0

κ(x− y, y)u1(t, x− y)u1(t, y)dy

= −µ(t, x)u1 − α(t, x)u1 +

∫ ∞
x+x0

α(t, y)β(x|y)u1(t, y)dy

+ Fu1 − u1

∫ ∞
x0

κ(x, y)u1(t, y) dy.

Assuming that for some k > 1, uk and uk are upper and lower solutions of (4.21)-(4.23),

respectively and proceeding analogously, it can be shown that

uk ≤ uk+1 ≤ uk+1 ≤ uk

and that uk+1 and uk+1 are also lower an upper solutions of (4.21)-(4.23), respectively.

Hence, by induction, two monotone sequences are obtained that satisfy

u0 ≤ u1 ≤ · · · ≤ uk ≤ uk ≤ · · · ≤ u1 ≤ u0 a.e. in DT

for each k = 0, 1, 2, · · · . Since the sequences {uk}k and {uk}k are monotone, thus one

can find functions u and u such that uk → u and uk → u pointwise in the set DT . It is

clear that u ≤ u almost everywhere in DT .

Next, one wants to prove that u = u. For this, a function v is considered such that

v = u − u. As proven earlier u ≥ u, thus v(t, x) ≥ 0 and v(0, x) = 0. In (4.29), let

ξ(t, x) = ξ(x), where ξ(x) ≡ 1 for x0 ≤ x ≤ n, ξ(x) ≡ 0 for n + 2 ≤ x < ∞, and

−1 ≤ ξ′ ≤ 0 for n ≤ x ≤ n+ 2, one obtains

∫ n

x0

v(t, x) dx ≤
∫ t

0

∫ ∞
x0

γ(s, x)v(s, x) dx ds

+

∫ t

0

∫ ∞
x0

[(Fu)(s, x)− (Fu)(s, x)] dx ds

+

∫ t

0

∫ ∞
x0

u(s, x)

∫ ∞
x0

κ(x, y)v(s, y) dy dx ds

≤ ν̃

∫ t

0

∫ ∞
x0

v(s, x) dx ds

(4.38)

where
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ν̃ = sup
DT

[
γ(t, x) +

1

2

∫ ∞
x0

χ
I
(x+ z)κ(z, x)u(t, z) dz

+
3

2
‖κ‖∞

∫ ∞
x0

(1 + χ
I
(x+ y))u(t, y) dy

]
,

ν̃ does not depend on n. Since n→∞, one obtains

∫ ∞
x0

v(t, x) dx ≤
∫ t

0

∫ ∞
x0

ν̃v(s, x) dx ds.

Hence, from the Theorem 2.1.1, it follows v(t, x) = 0, that is, u = u. Let u = u = u, it

follows that u is a solution to (4.21)-(4.23).

To establish the uniqueness of u, it is assumed that w is another solution of (4.21)-(4.23).

Since for each k, uk and uk are upper and lower solutions to (4.21)-(4.23), respectively,

by Corollary 4.3.4, uk ≤ w ≤ uk, it shows u ≡ w, after taking the limit as k →∞.

From the above, the following important result is formulated:

Theorem 4.3.5. Let assumptions (A2)− (A8) hold. If u0(t, x) and u0(t, x) are nonneg-

ative lower and upper solutions to (4.21)-(4.23), respectively, then, there are convergent

and monotone sequences
{
uk(t, x)

}
k
and

{
uk(t, x)

}
k
such that lim

k→∞
uk(t, x) = u(t, x) =

lim
k→∞

uk(t, x), where u is the unique solution to (4.21)-(4.23).

One can now show that the solution of (4.21)-(4.23) verifies the following theorem:

Theorem 4.3.6. Let assumptions (A2) − (A8) hold. Then, P (t) =

∫ ∞
x0

u(t, x)dx is a

continuous function in [0, T ], where u(t, x) is the solution to (4.21)-(4.23).

Proof. From assumptions (A2)− (A8), to prove P (t) is continuous over [0, T ], one only

needs to show that the following equation is fulfilled:

∫ ∞
x0

u(t, x) dx =

∫ ∞
x0

∫ t

0

(Fu)(s, x) ds dx+

∫ ∞
x0

u(0, x)dx

−
∫ ∞
x0

∫ t

0

u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

−
∫ ∞
x0

∫ t

0

µ(s, x)u(s, x) ds dx.

(4.39)
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To achieve this, one considers ξ(t, x) ≡ ξ(x), with 1 ≡ ξ(x) for x0 ≤ x ≤ n, 0 = ξ(x) for

n+ 2 ≤ x <∞, and −1 ≤ ξ′ ≤ 0 for n ≤ x ≤ n+ 2. Using Definition 4.3.1, one finds∣∣∣∣∫ ∞
x0

∫ t

0

u(s, x)γ(s, x) ds dx−
∫ ∞
x0

u(0, x)dx+

∫ ∞
x0

u(t, x) dx

+

∫ ∞
x0

∫ t

0

µ(s, x)u(s, x) ds dx−
∫ ∞
x0

∫ t

0

(Fu)(s, x) ds dx

+

∫ ∞
x0

∫ t

0

u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

∣∣∣∣
=

∣∣∣∣∫ ∞
n

[u(t, x)− u(0, x)][−ξ(x) + 1] dx

+

∫ ∞
n

∫ t

0

τ(s, x)ξ′(x)u(s, x) ds dx

+

∫ ∞
x0

∫ t

0

µ(s, x)u(s, x)[−ξ(x) + 1] ds dx

−
∫ ∞
n

∫ t

0

(Fu)(s, x)[−ξ(x) + 1] ds dx

+

∫ ∞
n

∫ t

0

u(s, x)[−ξ(x) + 1]

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

∣∣∣∣
≤

(
2 + ‖γ‖∞T + ‖τ‖∞ + ‖µ‖∞ +

3

2
‖κ‖∞ sup

[0,T ]

‖ u(t, ·) ‖1

)
×

sup
[0,T ]

∫ ∞
n

u(t, x) dx.

Since u ∈ L1(DT ), sup
[0,T ]

∫ ∞
n

u(t, x) dx→ 0 as n→∞, it leads to (4.39).

The global existence of solution is, therefore, obtained.

Theorem 4.3.7. Assuming (A2) − (A8) hold. Then, the solution u of (4.21)-(4.23)

exists in [0,∞[.

Proof. From Definition 4.3.1, it suffices to prove that P (t) does not blow up in finite

time. To achieve this, (4.39) is used to obtain
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P (t) = P (0) +

∫ ∞
x0

∫ t

0

γ(s, x)u(s, x) ds dx−
∫ ∞
x0

∫ t

0

µ(s, x)u(s, x) ds dx

− 1

2

∫ ∞
x0

∫ t

0

u(s, x)

∫ ∞
x0

κ(x, y)u(s, y) dy ds dx

≤ P (0) + δ

∫ t

0

P (s)ds

with δ = ‖γ‖∞. From Lemma 2.1.2, one then obtains

P (t) ≤ P (0)eδt.

Thus, the proof is completed.



Chapter 5

Non-autonomous prion model

5.1 Introduction

In this chapter, is investigated the solvability of a nonlinear system consisting of a differ-

ential equation, coupled with a non-autonomous integro-differential equation describing

the dynamic of prion proliferation , where PrP SC polymers can split into two or more

pieces at a rate, β, that not only depends on the sizes of the polymers involved but also

on time. The degradation and splitting rates are assumed to be unbounded, and the

global existence of a weak solution is established thanks to a weak compactness method.

In Section 5.2, the model is described, previous results summarised and assumptions

given that are considered throughout the chapter. Section 5.3 focuses on the global

existence of a weak solution.

5.2 Preliminaries

Prion diseases are a group of uncommon and fatal degenerative cerebrum disorders that

affect both humans and animals and, are sometimes, transmitted to humans through

the consumption of infected meat. The most typical form of prion disease that affects

humans is CJD (Creutzfeldt-Jakob disease) [10]. Prions are commonly regarded as a

polymeric form of a normal protein monomer PrPC (prion protein cellular) normally

90
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produced in the body and its mechanism is not yet well-understood. The polymeric

infectious prion PrP Sc (prion protein scrapies) grows by attaching units of normal prion

PrPC and transforming the latter into the form corresponding to the infectious state.

Above a minimum size x0 > 0, the PrP Sc polymers become stable and can grow to

chains containing several monomers units. PrP Sc polymers have the ability to split

into smaller polymers, thus resulting in infectious polymers capable of elongating and

splitting again. If after splitting, a smaller polymer falls below the minimum length

x0, it degrades immediately into normal PrPC monomers. The leading theory of prion

replication is nucleated polymerization (see for example [27, 31, 43, 51, 57, 58] and the

references herein).

The spitting of PrP Sc polymers is one of the most important key phases in the repli-

cation process. Unfortunately, its precise mechanism is not yet determined. According

to Masel, Jansen and Nowak [43], the fragmentation rate of PrP Sc is a linear function

of the size of aggregates. The authors assumed that all the kinetic coefficients of the

model are constant. Recent studies have shown the limit of such hypotheses (see for

example [49, 61]). In fact, the fragmentation of PrP Sc polymers, according to their

size, shows that the infectious capability of polymers may depend on their size [61]. In

vivo aggregates with small sizes produced by PMCA (Protein Misfolding Cyclic Ampli-

fication), are less infectious than aggregates with important sizes. The reverse effect is

observed after stabilising aggregates on the nitrocellulose particle. Several other mecha-

nisms of fragmentation have been considered in the literature (see for example [36, 42]).

In this chapter, the focus is on a more general model for prion replication, with multiple

fragmentation.

5.2.1 Description of the model

One denotes by v(t), the population of PrPC monomers at time t and by u = u(t, x),

the population density of PrP Sc polymers of size x ≥ x0 at time t ≥ 0, where x0 > 0

is the minimum length. The interaction between the PrPC monomers and the PrP Sc
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polymers can be described as follows:

v̇ = λ− γv − v
∫ ∞
x0

τ(x)u(t, x)dx+

∫ ∞
x0

u(t, x)β(t, x)

∫ x0

0

yk(t, y, x) dy dx (5.1)

∂tu = −v(t)∂x(τ(x)u)− (µ(t, x) + β(t, x))u+

∫ ∞
x

β(t, y)k(t, x, y)u(t, y) dy (5.2)

for x ∈ (x0,∞) subject to the initial conditions

v(0) = v0, u(0, x) = u0(x), x ∈ (x0,∞), (5.3)

and the boundary condition

u(t, x0) = 0, t > 0. (5.4)

The constants λ and γ in (5.1) represent the background source of monomers and the

degradation rate of monomers, respectively. The functions τ(x) > 0 and β(t, x) ≥ 0

represent the polymerisation rate of polymers of size x and the fragmentation rates

of polymers of size x at time t, respectively. The coefficient k(t, y, x) ≥ 0 denotes

the formation rate of polymers of size y < x after fragmentation. In (5.2), the term

µ(t, x) ≥ 0 accounts for the degradation rate of polymers of size x at time t.

In Equation (5.1), the integral terms are described, from left to the right by the diminu-

tion of the amount of monomers due to polymerisation mechanism and the increase of

the number of monomers due to fragmentation of polymers into polymers of sizes be-

low the minimum length x0. The transport term v(t)∂x(τ(x)u), in (5.2), represents the

reduction in the amount of polymers of size x due to polymerisation. Finally, the last

two terms containing β on the right hand side in (5.2), account for the loss and gain of

polymers due to fragmentation, respectively.

In the following sections, previous results are summarised and the main contribution of

the chapter provided.
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5.2.2 Previous results

A discrete model, proposed by Masel and colleagues, in 1999, was used for the first time

to study the replication of prion [43]. Latter, Greer and colleagues introduced, in 2006,

the continuous version of the above-mentioned-model. In [31], the asymptotic behaviour

of the system of ordinary differential equations was investigated with parameters of the

form

τ ≡ const, µ ≡ const, β(x) = βx, k(y, x) =
1

x
. (5.5)

Then, the following functions were introduced:

P (t) =

∫ ∞
x0

u(t, x)x dx and U(t) =

∫ ∞
x0

u(t, x) dx (5.6)

representing the total number of monomers in polymers at time t, and the total number

of polymers at time t, respectively. The system (5.1)-(5.4) was transformed into a system

of ordinary differential equations

U̇ = βP − µU − 2βx0U

V̇ = λ− γV − τUV + βx2
0U

Ṗ = τUV − µP − βx2
0U

(5.7)

subjects to the initial conditions

U(0) = U0 ≥ 0, V (0) = V0 ≥ 0, P (0) = P0 ≥ x0U0. (5.8)

The local stability of the disease steady state as well as the global stability of the disease-

free steady state were proved. Indeed, the global stability of the unique steady state;

namely, the disease-free equilibrium (U, V, P ) = (0, λ/γ, 0), for the system (5.7), was

established under the condition

µ+ x0β ≥
√
λβτ/γ (5.9)
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and the instability of the disease-free equilibrium, for the system (5.7), was obtained for

the condition

µ+ x0β <
√
λβτ/γ.

In this latter case, in addition to the disease-free equilibrium, there is the disease equi-

librium, which is locally stable.

Several investigations were carried out based on Greer’s model. Most of these studies

focused on global stability analysis, while very few used the semigroup approach. Some of

them are ([30],[59] and the references herein), where the authors studied global stability.

The semigroups approach, combined with the characteristics method, was used in [29]

to perform the well-posedness analysis of the model in the space

Z+ := R+ × L1
+((0,∞), x dx)

with parameters described as in (5.5). Moreover, depending on whether or not (5.9)

holds, the convergence of the solution to a steady state was proved.

These results were extended in [62] to model parameters different from (5.5) using Kato’s

theory for hyperbolic evolution equations. Indeed, for a constant polymerisation rate τ ,

an unbounded degradation rate µ(x) and an unbounded fragmentation rate β(x), result

for well-posedness was established under the following assumptions, upon the formation

rate of polymers:

k(y, x) = k(x− y, x), x > x0, 0 < y < x; (5.10)

that is, binary splitting of polymers, and

∫ x

0

k(y, x) dx = 1, x > x0, 0 < y < x. (5.11)

Conditions (5.10) and (5.11) imply

2

∫ x

0

xk(y, x) dx = x, x > x0, 0 < y < x (5.12)
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(that there is conservation of the number of monomers after fragmentation). Further-

more, for unbounded parameters µ(x) and β(x), the existence of the global weak solu-

tions was proved. In both cases, under some extra growth hypotheses, the infection-free

equilibrium (λ/γ, 0) = (V, U) was shown to be globally asymptotically stable.

Assuming (5.10) and (5.11), the global existence of weak solutions of the model with

unbounded size-dependent polymerisation and degradation rates was established in [68],

improving results obtained in [62] for constant rate of polymerisation.

The case of multiple fragmentation has not been considered so far in prion models. The

aim was to establish the well-posedness of the model (5.1)-(5.4), regardless of assumptions

(5.10) and (5.11), where model parameters are not only size-dependent, but also time-

dependent. β(t, x) and µ(t, x) were considered to be unbounded. The weak compactness

method was used to obtain the result.

The following section focuses on assumptions used in the remaining sections of the chap-

ter.

5.2.3 Assumptions

The problem (5.1)-(5.4) is considered in the state X1 (Banach space) defined by

X1 := L1([x0,∞), x dx) = {u; ‖ψ‖1 :=

∫ ∞
x0

x|ψ(x)| dx}.

where ‖ · ‖, is the natural norm in the Lebesgue space L1. X1+ denotes the positive cone

in X1.

It is then assumed that:

(H1) λ > 0 and γ > 0;

(H2) µ(t, x) and β(t, x) are nonnegative unbounded parameters on [0,∞)× [x0,∞);

(H3) τ(x) is a nonnegative continuously differentiable function on [x0,∞) with τx bounded;

and

τ(x) ≤ τ ∗x, x ≥ x0, (5.13)
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where 0 < τ ∗ <∞;

(H4) k(t, y, x) ≥ 0 is a measurable function such that k(t, y, x) = 0 for almost any x < y

and any t ∈ [0, T ] i.e. PrP Sc polymers of size less than x0 do not fragment since

the minimum size of a particle is x0; and the number of monomer units is supposed

to be preserved during splitting, that is,

∫ x

0

yk(t, y, x) dy = x for any y > x0 and almost any t ∈ [0,∞) (5.14)

which means multiple fragmentation conserves the number of monomers.

The assumption of varying polymerisation rate, τ(x), according to size for globular aggre-

gates seems to be more appropriate compared to linear polymerisation since the geometry

of the polymers may differ on the levels [43]. The assumption of an unbounded splitting

rate β(t, x) and an unbounded degradation rate µ(t, x) also appears to be biologically

significant.

5.3 Global existence of a weak solution

In this section, one denotes by X1w, the space X1, as defined in Section 5.2.3, equipped

with its weak topology and by A, the linear part of (5.2) that is,

[A(t)u](x) = −(µ(t, x) + β(t, x))u(x) +

∫ ∞
x

β(t, y)k(t, x, y)u(y) dy, a.e. t ≥ 0, x ≥ x0.

The following definition, of a global weak solution to (5.1)-(5.4), was introduced in [68]

for autonomous prion model. It is adapted to the problem in hand (non-autonomous).

Definition 5.3.1. Given v0, u0 ∈ X1+, the pair (v, u) is called a global weak flow to

(5.1)-(5.4) if:

(i) the function v ∈ C1(R+) is a nonnegative flow to (5.1);

(ii) the function u ∈ L∞loc(R+, X1+) ∩ C(R+, X1w);



CHAPTER 5. NON-AUTONOMOUS PRION MODEL 97

(iii) for every 0 < t and for φ ∈ W 1
∞([x0,∞)), A[u] ∈ L((0,∞)× [x0,∞)); and

∫ ∞
x0

φ(x)u(t, x) dx−
∫ t

0

v(s)

∫ ∞
x0

φ′(x)τ(x)u(s, x) dx ds

=

∫ ∞
x0

φ(x)u0(x) dx+

∫ t

0

∫ ∞
x0

φ(x)A[u(s)](x) dx ds.

(5.15)

To establish the global existence of a weak flow as stated in Definition 5.3.1, the following

additional assumptions are considered:

(H2’) There exists α ≥ 1 and ρ ∈ L∞+ ([0,∞)× [x0,∞)) such that

µ(t, x) + β(t, x) ≤ ρ(t, x)xα, a.e. t ≥ 0 and x ∈ [x0,∞), (5.16)

where for all t ≥ 0, ρ(t, x)→ 0 as x→∞;

(H3’) In the case α = 1,

τ(x) ≤ ρ(t, x)x, a.e. t ≥ 0 and x ∈ [x0,∞); (5.17)

(H4’) Given R > x0 and ε > 0, a positive δ can be found such that

sup
Σ⊂(x0,R),|Σ|≤δ

(
ess sup

t≥0,x∈[x0∞)

β(t, x)

xα

∫ x

x0

1Σ(y)k(t, y, x) dy

)
≤ ε. (5.18)

where 1Σ is the indicator function, Σ ⊂ [x0,∞) a measurable set and |Σ| its Lebesgue

measure.

In the following, one denotes by B, the linear operator defined by

[Bu](x) = ∂x(τ(x)u(x)), a.e. x ≥ x0,

with domain D(B) given by

D(B) = {f ∈ X1; ∂x(τf) ∈ X1, f(x0) = 0} .
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One denotes by Bv(t), the non-linear part of (5.2), containing B, defined by

−Bv(t) := −v(t)B, 0 ≤ t ≤ T <∞. (5.19)

Before stating the main result of this chapter, the following lemmas needed for the proof

of the main result are given as follows:

Lemma 5.3.2. Let un → u in X1w+. Assuming fn and f are measurable functions on

[x0,∞) such that fn → f a.e.

(i) If ‖fn‖∞ ≤ c, with c > 0, then fnun → fu in X1w.

(ii) If ρ and α satisfy conditions as in (5.16) and if |fn(x)| → ρ(t, x)xα for a.e. x ∈
[x0,∞), t ≥ 0 and ∫ ∞

x0

xαun(x) dx ≤ c, n ∈ N,

then fnun → fu in X1w.

Proof. See [62, Lemma 4.2].

Lemma 5.3.3. Assume τ satisfies (5.13) and consider v ∈ C([0, T ],R+). Denote by

(UBv(t, s))0≤s≤t≤T , the unique propagator in X1 for (−Bv(t))0≤t≤T , as defined in (5.19).

For M > x0 and δ > 0, we set

λM(δ) := τ ∗M sup
Σ⊂(x0,M),|Σ|≤δ

∫
Σ

dy

τ(y)
.

Then, for any f ∈ X1+ and 0 ≤ s ≤ t ≤ T , the following holds:

sup
Σ⊂(x0,M),|Σ|≤δ

∫
Σ

UBv(t, s)f dx ≤ sup
F⊂(x0,M),|F|≤λM (δ)

∫
F
f dx.

Proof. We define

(W (t)f) (x) := 1[t,∞)(Φ(x))
f(Φ−1(Φ(x)− t))

τ(x)
τ(Φ−1(Φ(x)− t))

for any x > x0, t ≥ 0 and f ∈ X1+, with

Φ(x) =

∫ x

x0

dy

τ(y)
, x ∈ [x0,∞). (5.20)



CHAPTER 5. NON-AUTONOMOUS PRION MODEL 99

It can easily be proved that the family (W (t))t≥0 is a C0 positive semigroup on X1,

which satisfies ‖W (t)‖L(L1) ≤ eτ
∗t. For any given measurable subset Σ ⊂ (x0,M) and

any f ∈ X1+, one has∫
Σ

(W (t)f)(x) dx =

∫
Σ

1[t,∞)(Φ(x))
f(Φ−1(Φ(x)− t))

τ(x)
τ(Φ−1(Φ(x)− t)) dx.

Considering the fact that the function Φ′(x) =
1

τ(x)
> 0, that is, Φ is increasing on

[x0,∞) and the definition of the indicator function, one obtains

1[t,∞)(Φ(x)) =

 1 if Φ(x) ∈ [t,∞)

0 if Φ(x) /∈ [t,∞)

=

 1 if x ∈ [Φ−1(t),∞)

0 if x /∈ [Φ−1(t),∞)

= 1[Φ−1(t),∞)(x)

hence, ∫
Σ

(W (t)f)(x) dx =

∫ ∞
Φ−1(t)

1Σ(x)
τ(Φ−1(Φ(x)− t))

τ(x)
f(Φ−1(Φ(x)− t)) dx.

By letting x = Φ−1(Φ(x)− t), one obtains∫
Σ

(W (t)f)(x) dx =

∫ ∞
x0

1Φ−1((Φ(Σ)−t)∩(0,∞))(x)f(x) dx. (5.21)

Under assumption (5.13), and using the invariance of the Lebesgue measure with respect

translations and that Φ−1((Φ(Σ)− t) ∩ (0,∞)) ⊂ (x0,M), one obtains

|Φ−1((0,∞)) ∩ (Φ(Σ)− t)| ≤ |Σ|

≤ τ ∗
∫

Σ

y
dy

τ(y)

≤ τ ∗M

∫
Σ

dy

τ(y)

≤ λM(δ).

(5.22)

The unique evolution family to (−Bv(t))0≤t≤T is given by

UBv(t, s) = W

(∫ t

s

v(p) dp

)
, 0 ≤ s ≤ t ≤ T.
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By integrating on Σ and making use of (5.21), one obtains for any f ∈ X1+ and 0 ≤ s ≤
t ≤ T ,

∫
Σ

UBv(t, s)f dx =

∫ ∞
x0

1Φ−1((Φ(Σ)−
∫ t
s v(p) dp)∩(0,∞))(x)f(x) dx.

One deduces, from the definition of the indicator function and from (5.22), the inequality,

sup
Σ⊂(x0,M),|Σ|≤δ

∫
Σ

UBv(t, s)f dx ≤ sup
F⊂(x0,M),|F|≤λM (δ)

∫
F
f dx.

Thus, the proof is completed.

Next, the main result of this chapter is given.

Xα
1 = L1([x0,∞), xα dx), α ≥ 1,

is considered.

Theorem 5.3.4. Assuming (5.16)-(5.18) holds. Given any v0 > 0 and u0 ∈ Xα
1+, there

exists, at least, a global weak flow (v, u) to the system (5.1)-(5.4). Furthermore, u ∈
L∞loc (R+, X

α
1 ). In addition, if supp(u0) ⊂ [x0, S0] for some S0 > x0, then, supp(u(t)) ⊂

[x0, S(t)], for t ≥ 0 where S is the global solution to the ordinary differential equation

Ṡ(t) = (vτ)S(t), t > 0,

S(0) = S0.
(5.23)

Proof. One denotes byD([x0,∞)), the space of all test functions on [x0,∞), andD+[x0,∞)

its positive cone. Let u0
n ∈ D+([x0,∞)) be such that u0

n → u0 in Xα
1 . We set µn :=

min {µ, n} and βn := min {β, n}. It is easy to verify that µn and βn also satisfy assump-

tions (5.16) and (5.18). One denotes by

(vn, un) ∈ C1(R+,R×X1) ∩ C(R+,R+ ×D(B))

the classical flow to (5.1)-(5.4) for bounded µ and β bounded, where (u0, β, µ) is replaced

by (u0
n, βn, µn) (see [68, Theorem 2.1]). There exists R > 1 satisfying R ≥ ‖v‖C1(R+) ≥

v(t) ≥ R−1, for any t ≥ 0, thanks to the identity
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v̇(t) +
d

dt

∫ ∞
x0

xu(t, x) dx = λ− γv(t)−
∫ ∞
x0

xµ(t, x)u(t, x) dx

that is,

v̇(t) + γv(t) = λ− d

dt

∫ ∞
x0

xu(t, x) dx−
∫ ∞
x0

xµ(t, x)u(t, x) dx.

By multiplying each side of the equality by eγt, one obtains

d

dt
(eγtv(t)) = eγtλ− eγt d

dt

∫ ∞
x0

xu(t, x) dx− eγt
∫ ∞
x0

xµ(t, x)u(t, x) dx

After integrating the latter equation with respect to t, it follows that

eγtv(t)− v0 = λ

∫ t

0

eγs ds−
∫ t

0

eγs
d

dt

∫ ∞
x0

xu(s, x) dx−
∫ t

0

eγs
∫ ∞
x0

xµ(t, x)u(t, x) dx

v(t) + ‖u(t)‖X1 ≤ λ/γ.

Hence,

vn(t) + ‖un(t)‖X1 ≤ λ/γ. (5.24)

After integrating by part and making use of (5.14), one obtains

∫ x

x0

yαk(t, y, x) dy ≤ xα, x > x0. (5.25)

Since un is the solution of (5.2), by making use of (5.13), (5.24) and (5.25), one obtains

d

dt

∫ ∞
x0

xαun(t, x) dx = −
∫ ∞
x0

xαvn(t)∂x (τ(x)un(t, x)) dx

−
∫ ∞
x0

xα (µn(t, x) + βn(t, x))un(t, x) dx

+

∫ ∞
x0

∫ x

x0

yαβn(t, x)k(t, y, x)un(t, x) dy dx

≤αvn(t)

∫ ∞
x0

xα−1τ(x)un(t, x) dx

−
∫ ∞
x0

xα (µn(t, x) + βn(t, x))un(t, x) dx



CHAPTER 5. NON-AUTONOMOUS PRION MODEL 102

+

∫ ∞
x0

xαβn(t, x)un(t, x) dx

≤αvn(t)

∫ ∞
x0

xα−1τ(x)un(t, x) dx

≤τ ∗αvn(t)

∫ ∞
x0

xαun(t, x) dx

≤τ ∗αλ
γ

∫ ∞
x0

xαun(t, x) dx

from which

‖un(t)‖Xα
1
≤ C(T ), n ≥ 1, 0 ≤ t ≤ T (5.26)

where C(T ) = ‖u(0)‖eτ∗αTλ/γ. From (5.1) and by making use of (5.16), (5.24) and (5.26),

one obtains

max
t∈[0,T ]

|v̇n| ≤ λ/γ.

Thus,

|vn(t)− vn(t′)| ≤ λ

γ
|t− t′|.

There exists δ > 0, such that for all t, t′ ∈ [0, T ], |t− t′| ≤ δ implies

|vn(t)− vn(t′)| ≤ δλ/γ.

and then,

lim
δ↘0

sup
n≥1,|t−t′|≤δ

|vn(t)− vn(t′)| = 0.

Hence, the sequence (vn)n≥1 is equicontinuous in C([0, T ]). One derives from (5.24), the

inequality sup
n≥1,t∈[0,T ]

|vn(t)| < ∞, which shows that (vn)n≥1 is equibounded in C([0, T ]).

Therefore, according to Theorem 2.1.8, the sequence (vn)n≥1 is indeed, relatively compact

in C([0, T ]).

Next, we show that the sequence (un(t))n≥1,t∈[0,T ] is also relatively compact in X1w. From

(5.24), one obtains

lim
R→∞

sup
n≥1,t∈[0,T ]

∫ ∞
R

un(t, x) dx = 0. (5.27)
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The family (UBv(t, s))0≤s≤t≤T being the unique evolution family in X1 for (−Bv(t))0≤t≤T

as denoted in 5.3.3, one writes un as

un(t) = UBvn (t, 0)u0
n +

∫ t

0

UBvn (t, s)An[un(s)] ds, t ∈ [0, T ], (5.28)

and deduce from Lemma (5.3.3), the inequalities∫
Σ

un(t, x) dx ≤
∫

Σ∩(x0,R)

un(t, x) dx+

∫ ∞
R

un(t, x) dx

≤ sup
Σ⊂(x0,R),|F|≤λR(δ)

∫
F
u0
n(x) dx

+

∫ t

0

sup
Σ⊂(x0,R),|F|≤λR(δ)

∫ ∞
x0

un(s, x)βn(t, x)

×
∫ x

x0

1F(y)k(t, y, x) dy dx ds+
1

R
‖un(t)‖X1 ,

(5.29)

for δ > 0 and R > x0, where Σ is any arbitrary measurable subset of [x0,∞) such that

|Σ| ≤ δ. By making use of assumptions (5.16), (5.18), (5.26), and λR(δ) → 0 when

δ → 0+, one obtains

lim
|Σ|→0

sup
n≥1,t∈[0,T ]

∫
Σ

un(t, x) dx = 0. (5.30)

Since the equicontinuity of (un(t))n≥1,t∈[0,T ] in X1w is guaranteed by (5.24)-(5.27), it

follows from Theorem 2.1.11 that the sequence (un(t))n≥1,t∈[0,T ] is relatively compact in

X1w.

From Theorem 2.1.9, there exists a subsequence ((vnk , unk))nk∈N and a function (v, u) ∈
C(R+,R×X1) such that

(vnk , unk)→ (v, u) ∈ C(R+,R×X1).

Relabelling the latter, one obtains

(vn, un)→ (v, u) ∈ C(R+,R×X1) (5.31)

which establishes the existence of (v, u) ∈ C(R+,R×X1).
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Next, it is proved that (v, u) is, indeed, a weak flow to (5.1)-(5.4). By making use of

assumptions (5.16), (5.26), (5.13) and (5.17), and applying Lemma 5.3.2, it is concluded

that (v, u) satisfies (iii) of Definition 5.3.1. From Lemma 5.3.2, it is deduced that v ∈
C1(R+) and is a nonnegative solution to 5.1, thus verifies (i) of Definition 5.3.1.

Assuming supp(u0) ⊂ [x0, S0] for some S0 > x0 and (5.13), (5.14), (5.16)-(5.18) it is

finally shown that the weak solution (u, v) satisfies [x0, S(t)] ⊃ supp(u(t)), for any t ≥ 0,

where S is the flow of the ordinary differential equation (5.23). The sequence (u0
n) ⊂

D+([x0,∞)) is chosen such that supp(u0
n) ⊂ [x0, S0]. The sequence ((vn, un))n≥1 satisfies

supp(un(t)) ⊂ [x0, Sn(t)] where

Sn(t) = S0 + τ

∫ t

0

vn(r) dr, t ≥ 0, n ≥ 1.

Since lim
n→∞

Sn(t) = S(t) and

∫ ∞
S(t)

u(t, x) dx = lim
n→∞

∫ ∞
Sn(t)

un(t, x) dx = 0,

by (5.31) and Lemma 5.3.2, it follows that supp(u(t)) ⊂ [x0, S(t)], for any t ≥ 0.

Thus, the proof is completed.



Chapter 6

Conclusion

The main aim of this study was to establish the well-posedness of certain nonlinear time

dependent evolution equations.

In Chapter 3, a new SVEIR epidemiological model with age-dependent vaccination, in-

fection and latency was proposed, where the waning vaccine-induced immunity depends

on age of vaccination and the vaccinated individuals can lose their immunity and, there-

fore, fall back to the susceptible class. Our main input was the consideration of con-

tinuous age-structure in latency and infection as well as the incidence rate of the form

S(t)
∞∫
0

(
K0(a)i(a, t) +

∞∫
0

K(a, a
′
)i(a

′
, t) da

′
)
da. An appropriate Lyapunov functionals

was constructed and Lasalle’s invariance principle applied to investigate the global dy-

namic of the model. As a result, the global stability of the disease-free equilibrium and

endemic equilibrium was obtained and fully determined by the basic reproduction num-

ber <0. More precisely, it was shown that, if <0 > 1, then the disease free equilibrium

is globally asymptotically stable and, if <0 ≤ 1, the endemic equilibrium is globally

asymptotically stable.

In Chapter 4, a non-autonomous transport coagulation-fragmentation equation with

bounded model parameters was examined. Our main concern was to propose a new

method consisting of construction of nonnegative monotone upper and lower solutions

(uk(t, x) and uk(t, x) respectively), and establish their convergence to a unique solution

u(t, x) of the model, for t ∈ R+. This was done by making use of the comparison principle
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and Gronwall’s inequality.

Finally, in Chapter 5, a Prion model with multiple fragmentations was studied. Here,

the degradation and splitting rates were considered to be unbounded under some addi-

tional assumptions that were purposely adapted to obtain the current results. A weak

compactness method, based on Arzelà-Ascoli and Dunford-Pettis theorems and which

consists of construction of sequences (vn,un)→(u,v) was used to investigate the global

existence of a weak solution of the model.

Although various techniques were employed to investigate certain class of nonlinear evo-

lution equations, there are still different angles through which further investigations

could be considered. For instance, it would be interesting to investigate the analysis of

a coagulation and multiple fragmentation model with time dependent coefficients. One

can consider the fragmentation rate a(t, x) to be only locally integrable with respect to

time t and locally bounded with respect to mass x. Similar investigations could also be

done for non-autonomous coagulation and multiple fragmentation models with growth

where the growth rate assumption is in fact more relaxed.

It would also be interesting to follow-up the analysis of global stability of the disease-

free equilibrium as well as the existence of a classical solution for non-autonomous prion

model, with unbounded time and size dependent velocity τ(t, x). The investigation of

the existence of a classical solution of such problem could be done using, for instance,

the theory of nonlinear semigroup for non-autonomous abstract Cauchy problems.
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